
 
 



  EDITORIAL   
	
  

 
 
 
 

Biolinguistics 6.3–4: 246, 2012 
ISSN 1450–341       http://www.biolinguistics.eu 

Introducing Embodiment of Language 
 

Kleanthes K. Grohmann 
 

 
The old saying that writing a book is like giving birth to a baby (or an elephant) 
certainly captures the process of putting this special issue together. But in the end 
we made it and are happy to present a comprehensive collection that reviews 
and advances the emerging field of “embodiment of language”. 
 To say a few words about the genesis of this special issue, we were first 
approached in September 2011 by a Biolinguistics editorial board member with 
the suggestion to put together a volume based on the ‘Embodied Language’ con-
ference which took place at New College, Oxford University (26–28 September 
2011, http://www.newcollegeembodiedlanguage.com). We were intrigued by 
the possibility, least of all because it does offer new ways of probing language in 
the species, but also because of the top-notch research on mirror neurons coming 
from the field. We are very excited about presenting some of that research and — 
through some review articles — its history. 
 The organizer of that conference, Dr. Robin M. Allott, was kind enough to 
get things going as guest editor. He invited the participants, and some colleagues 
beyond, to submit their full-fledged papers to Biolinguistics for a full peer-review 
process. It is then that things went somewhat awry. Not being specialists on the 
topic ourselves (and the same could be said for most of the reviewers we have on 
file), we relied on Dr. Allott’s expertise to help us find suitable reviewers. To cut 
a long story short, we invited a total of 67 colleagues to serve as peer-reviewers 
for the collection, intending two different reviewers for each submission, of who 
42 turned down our request or failed to respond. The entire process took consi-
derably longer than planned, and we had to find a number of last-minute peer-
reviewers ourselves as well. If that weren’t enough, Dr. Allott pulled out of his 
envisioned guest editorship in the finishing stages of the project as well. 
 But all good things end well. And without further ado, we invite the reader 
on an enlightening journey through embodied language. 
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This paper places embodiment in an evolutionary perspective and 
endeavors to show that as incipient speakers began forging a linguistic 
system, they molded their grammatical distinctions and syntactic functions 
on their perception of the outside world, but that in the course of evolution, 
these perceptually-tinkered features were gradually replaced with mental 
constructs, specifically conceived to serve linguistic purposes and serve 
them with increased potentiality and greater efficiency. The shift from 
perceptual to conceptual implements is perhaps most conspicuously visible 
in writing, where open-ended figurative hieroglyphs were replaced with a 
small set of abstract letters, but the process is pervasive. In syntax, the 
phenomenal notion of agency, so deeply anchored in our activities, and the 
entire grammatical system built thereupon were replaced with a model 
where agency is irrelevant and syntax is structured on the purely mental 
constructs of subject and object. The paper continues with further cases of 
disembodiment. 
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1. The Canonical View Questioned 
 
 For some fifty years the prevailing theory in mainstream linguistics was 
Chomsky’s nativist hypothesis. It stated that in the course of their evolution 
humans became endowed with an innate linguistic model that enabled them 
initially to build grammars and thereafter learn in their early years the language 
spoken in their linguistic environments. Since this innate model was postulated 
to have genetic correlates much like “an organ such as the eye or heart” 
(Chomsky 1980: 37), and since, barring a major mutation, these genetic correlates 
would permanently remain the same, all languages — extent or extinct — were 
by way of corollary ruled to be gratuitous variants of one another. This 
theoretical framework meant in turn that while languages do undergo changes, 
those changes are gratuitous: “There is no more reason” stated Postal 
emphatically, “for languages to change than there is for automobiles to add fins 
one year and remove them the next” (1968: 283). Languages, therefore, do not 
evolve; they remain with neutral changes the external manifestation of a 
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permanent innate model. 
 Initially, the nativist theory and its expression in formal language exerted 
an undeniable fascination, but more and more it became apparent that the 
necessary empirical support was lacking (cf. Vargha-Khadem et al. 1995: 930; see 
also Vargha-Khadem et al. 1998: 12699). Today,  with  counter  evidence  mounting,  
the  nativist  theory  is  openly  contested.  In  a  seminal  paper  published  in  a  journal  
that  once  hosted  Pinker  and  Bloom’s  comprehensive  presentation  of  the  nativist  
tenets,  Evans  and  Levinson  argued  that  
 

[t]he claims of Universal Grammar … are empirically false, unfalsifiable, or 
misleading in that they refer to tendencies rather than strict universals. 
Structural differences should instead be accepted for what they are, and 
integrated into a new approach to language and cognition that places 
diversity centre stage (2009:429).  

 
Speaking of a follow-up paper (Dunn et al. 2011) published by a partially 
different team, but from the same research center, the lead author told BBC 
online (Apr. 15, 2011): 
 

We show that each of these [four] language families evolves according to its 
own set of rules, not according to a universal set of rules. 
 That is inconsistent with the dominant ‘universality theories’ of 
grammar; it suggests rather that language is part of not a specialised module 
distinct from the rest of cognition, but more part of broad human cognitive 
skills. 

 
The cumulative message of the two papers, both based on a vast survey of 
languages, is clear and unmistakable: There is no linguistic evidence for the 
existence of a universal grammar coded in our genes, and languages pursue their 
own individual evolutionary courses. 
 The Dunn et al. paper is by no means flawless, and suggestions have been 
made to improve the approach (cf. e.g., Longobardi & Roberts 2011), but it does 
display a rigorous methodological approach applied, admittedly, to only one 
feature, namely the shift from head-last to head-first word order, but conducted 
across no less than one third of the world’s languages. Their conclusion is 
therefore well grounded: Languages evolve and they set their own evolutionary 
courses. Dunn and his colleagues’ innovative paper marks an important step in 
the study of linguistic change, but it begs the next one: If changes are discussed in 
an evolutionary framework, the discussion must then invariably include an 
assessment of the selective advantages of the output over the input. Such 
comparative assessments are indispensable if we are to understand why such 
sweeping changes have taken place and/or are ongoing, why they normally are 
irreversible, and why some applications of a broad shift may take exception (cf. 
e.g., the situation in English, where modifying adjectives are head last in a 
predominantly head first language). 
 The application of evolutionary criteria to the study of language has also 
been my pioneering activity for decades. Without a computational apparatus, but 
on the basis of diachronic data carefully placed in their historical context and 
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properly extrapolated material from language typology, I have been arguing that, 
under normal circumstances, languages proceed in the direction of ever-higher 
efficiency, upgrading the power of expression of their implements while 
reducing their neuromuscular cost. Each language pursues such a course on its 
own — at its own rate and along its own pathway. Since no new alternative has 
only advantages, and no new alternative is the only one to present advantages, it 
is understandable that each language makes its own choices and takes its own 
pathway towards greater efficiency (cf. Bichakjian 2002 for an elaborate 
presentation).   
 
 
2. The Present Objective  
 
In this paper, I will argue that one of the important ways of achieving higher 
efficiency has been the shift from linguistic features initially molded on the 
sensory mapping of the external world to cognitive alternatives especially 
conceived to serve linguistic purposes. 
 This observable trend in the history of languages ties in with the adaptive 
nature of language, whose phylogenetic acquisition provided humans with a 
cognitive dimension that enables us to elaborate knowledge “not only from 
sensory mappings that we share with other anthropoids as well as most 
mammals, but by important inputs to the mapping that comes from our language 
‘sense’ as it has evolved in Homo sapiens” (Jerison 2001: 384). 
 The shift from perceptual to conceptual implements also ties in with the 
embodiment issue, and the observed linguistic process can be seen as a case of 
disembodiment. The units of measurement provide a clear illustration. The 
ancestral ones were generally based on the dimension of body parts — they were 
literally embodied: The inch was the standard width of the thumb, the foot the  
standard   length   of   the   eponymous organ; the Egyptian cubit represented the 
length of the forearm, and the yard that of the extended arm. With notable 
exceptions, these anthropomorphic units of measurement, molded on the 
perception of the outside world, have been replaced with the conceptually 
devised metric system, which has considerable selective advantages. The 
evolution of the units of measurement clearly illustrates the shift to and thence 
the evolutionary trend toward disembodiment, while the cases of resistance to 
the modern system reveal the clash and competition between visceral feelings 
and mental deliberation. In linguistics, the older quantitative and qualitative 
vowel alternations (cf. Lat. ĕdimus vs. ēdimus ‘we eat vs. we ate’ and Engl. we break 
vs. we broke anchored in our potential for rhythmicity would fall in the category 
of embodied features whereas the modern opposition based on mentally created 
auxiliaries would constitute a case of disembodiment. 
 
 
3. From a Perceptual Beginning  
 
Perhaps Athena burst forth from Jupiter’s forehead fully armed, but   that  
certainly  was  not  the  case  of  language,  and  the  idea  of  treating  language  as  an  all-­‐‑
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or-­‐‑none   entity   is   counterfactual.   Language developed in the course of time 
through the speakers’ unconscious, yet intuitively guided efforts. Linguists are 
unfortunately unable to reconstruct the utterances of incipient speakers, but they 
have access to sufficient data provided by internal reconstruction and typological 
surveys to trace the developmental trend. Incipient speakers started from scratch, 
but ex nihilo, nihil fit, from nothing, nothing comes. We all know that animals do 
not speak, but it is part of their survival strategy to observe and categorize the 
elements of the outside world and the activities taking place around them. So, 
when incipient speakers began cobbling a system of verbal communication, they 
brought to the task the knowledge and experience that were already theirs. Since 
that knowledge was essentially perceptual, the linguistic system that they first 
built was based on distinctions and functions molded on those observed in the 
outside world. These were gradually either abandoned when they proved 
unnecessary or replaced with mentally-constructed alternatives that provided 
greater efficiency.  
 The evolution of languages has therefore been a steady shift from 
perception- to conception-based grammatical distinctions and syntactic functions. 
This general trend can be observed in several important parts of language, but it 
is perhaps most conspicuous in the evolution of writing and the resulting 
development of the alphabet. It is true that the graphic representation of speech 
only plays an ancillary role, but its special illustrative value justifies its being 
included in the discussion before the focus is laid on the evolution of nouns, the 
development of adjectives, the realignment of arguments, the rise of temporal 
distinctions and the coining of marking devices. 
  
3.1. The Evolution of Writing: From Pictograms to Letters 
 
The evolution of writing is well known, and its course from perceptual 
pictograms to conceptual alphabetic letters is no secret. When they wanted to 
commit a word to a slab of stone, a clay tablet, or a papyrus scroll, scribes 
sketched the image of the referent, provided, of course, the referent was concrete. 
So, the outline of a snake, for example, represented the word snake, but also the 
words for items and attributes associated with snakes, such as venom and perfidy. 
As such, the pictograms functioned as ideograms — they were meant to be read 
as words, the word for the depicted item or those associated therewith. 
 But pictograms could also have a phonetic function, one with far reaching 
consequences for the history of writing. In the absence of the diacritic mark 
indicating that the image must be read semantically, pictograms could be read 
phonetically. An imaginary English example can illustrate the point. The word 
tail can easily be represented with the image of a tail, and when accompanied 
with the proper diacritic mark the pictogram will refer to the organ and its 
figurative and associative meanings. But without the diacritic mark, called 
determinative, the image simply refers to the sound of the word tail and as such 
could also be used to represent the less “photogenic” but like-sounding word tale. 
The pictogram for the word tail could also be combined in a rebus with the image 
of an oar to form the hieroglyph of the word tailor.  
 It is this phonetic use of pictograms that led to the development of 
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alphabetic letters. It occurred over time through a two-track process, one mental, 
the other graphic. Mentally, the initial consonant was extracted out of the 
continuous flow of speech sounds associated with the word and recognized as a 
specific entity, an entity without a semantic backing, but an entity, nevertheless. 
Graphically, the stylized and simplified form of the image of the full word 
became the sign of that abstract entity, the sign of a speech sound. It took more 
than two millennia for the Greek alphabet to evolve out of the Egyptian 
hieroglyphs. The process was admittedly slow, but writing systems did come up 
with conceptual alternatives for the initially created perceptual implements, and 
it was well worth the time and effort because an open-ended array of 700 
hieroglyphs was replaced with a set of less than fifty characters that can code for 
an infinite number of words and that can, barring accidental cases of 
homophony, do so unambiguously. Writing systems became fully accurate and 
considerably more efficient. It does require a formal learning process, but 
considering the yield, it is well worth the effort (for a less cursory presentation of 
the evolution of writing systems, cf. Bichakjian 2002: 221–258; see also the classic 
works of Diringer 1948 and Gaur 1984).  
 
3.2. Noun Classes  
 
Since we cannot reconstruct the utterances of incipient speakers, it is impossible 
to tell with certainty whether the first nouns were subcategorized in classes 
(human, animal, vegetal, solid, liquid, long, compact, etc.), but the existence of 
such grammatical distinctions in aboriginal languages, the survival of 
active/stative doublets such as the Germ. Wasser ‘water’, neuter, and the Fr. eau 
(< Lat. aqua) ‘water’, feminine and the fact that in the Indo-European languages 
neuter nouns are unmarked in the nominative suggest that the prototypical 
vernaculars probably subcategorized nouns according to the physical 
characteristics they attributed to their referents. The fact that the ancestral 
language had two words for ‘water’ — one neuter, i.e. inanimate, another 
feminine, i.e. animate — suggests that the ancestral speakers had a dual 
representation of ‘water’. In one perspective, they perceived ‘water’ as a material 
item and assigned it to the class of inanimate nouns, in the other as an entity 
endowed with cleansing virtues or calamitous powers and assigned it to the class 
of animate nouns. The absence of nominative markers of neuter nouns suggests 
that their etyma in an earlier language belonged to the class of nouns that could 
never appear in the agentive case — the forerunner of the nominative case — 
because their referents, like that of Germ. Wasser could never be the agent of an 
action (cf. inter alia Ashton et al. 1954 for an example of a language with noun 
classes, Meillet 1965: 219–220 on doublets, Diakonoff 1965: 55–56 for class 
evidence in Afro-Asiatic, and Schmidt 1979: 337 et seq. on neuter nouns).  
 The class distinction has not been completely eliminated everywhere; it 
often survives in the form of grammatical gender. The lineage is not complete 
and continuous, but one may reasonably surmise that incipient speakers built 
their grammar with distinctions observed and experienced in the outside world. 
But with speech making successive generations of speakers capable of greater 
abstraction, these perceptual markers proved to be redundant and thereby more 
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taxing than informative. Classes gave way to grammatical genders, which in turn 
were gradually reduced or eliminated altogether as in the case of English, but 
also Armenian, Bengali, Chinese, and many other languages. 
 
3.3.  The Adjectival Gap 
 
While the subcategorization of nouns in classes such as human, animal, vegetal, 
solid, liquid, long, compact, etc. was a likely feature of incipient speech, the 
distinction between active and inert or stative nouns was fundamental. Nouns, 
like their referents could be active or stative. In Latin the words for ‘hand’, ‘foot’, 
and ‘tongue’ were masculine or feminine, i.e. originally active since these are 
active organs, while the words ‘head’, ‘heart’, and ‘liver’ were neuter, i.e. 
originally stative since they were considered to be the seats, respectively, of 
intelligence, memory, and emotions. The active/stative distinction also applied to 
verbs: In Latin, ‘to kill’ was an active verb since it implies an activity on the part 
of the agent; ‘to die’ was a deponent since the experiencer is the seat of the action, 
not its author. So, originally, or at least in very ancient times, verbs were 
subcategorized into verbs of action and verbs of state, and since being white or 
red was a state, the characteristics that are expressed with adjectives in modern 
languages were expressed then with verbs of state (cf. Klimov 1979: 328 and 
fossilized tokens such as Lat. albeo ‘to be white’, rubeo ‘to be red’). It stands to 
reason that the incipient speakers’ first task was to label objects and coin words 
for actions and states. Conceptualizing quality and developing adjectives to 
express it came about later — the new part of speech needed greater mental 
application and higher abstraction.  
 
3.4. Argument Alignment from Agent/Patient to Subject/Object 
 
The subcategorization of nouns and verbs in active and stative classes is directly 
linked to how arguments were aligned in ancient times. The system was based on 
the incipient speakers’ observation of events in the outside world. When 
narrating the event of a hunter killing an antelope, hunter would be in the 
agentive case and so marked, while antelope would be in the “patientive” case 
and left unmarked. Since the “patientive” form is the unmarked or bare form of 
the noun, the “patientive” case has been called the “absolutive” case, while the 
agentive case has been dubbed “ergative” (< Gk. ergon ‘deed, action’). However, 
if an old man was there, his witnessing the scene of the hunting would be 
expressed with a stative verb, and old man would appear in the absolutive case, 
not in the ergative one, because a witness is not an agent. Both the old man and 
the antelope are considered to be part of the scene, not one of the movers — 
hence their being treated as patients and put in the absolutive case. 
 No exceptionally deep insight is needed to see that the incipient argument 
alignment was based on the perception and interpretation of events in the 
outside world. Since actions have agents and optionally one or more patients, 
their roles were carried over into grammar and made into syntactic functions. It 
should also be observed how important agency was considered to be. Not only 
dying, witnessing, and the like are not activities and the one involved does not 
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qualify as an agent, but the fact that it is the ergative form that carries a 
morphological marker indicates how important agency was — in real life and in 
grammar. 
 Gradually this perceptual model morphed into the conceptual one of the 
nominative languages, where the active/stative and agent/patient dichotomies 
borrowed from the outside world no longer play a role. The key players of the 
new model are subject and object, mentally constructed functions that make it 
possible for any noun to be the subject of any verb and for speakers to describe 
actions in all perspectives — the agent’s, the patient’s and even the beneficiary’s. 
Cf. 
 
(1) The hunter showed the antelope to the old man. 
 
(2) The antelope was shown by the hunter to the old man. 
 
(3) The old man was shown the antelope by the hunter. 
 
The shift from perceptual to conceptual grammatical functions has thus made 
grammar more flexible and more powerful. 
 
3.5.  Breaking the Bonds of the Present 
 
While the thoughts of incipient speakers no doubt wandered about the 
experiences they had had in the past or those they foresaw in the future, speaking 
always took place in the present, and, in the present, actions were either ongoing 
or completed or possibly resulting from previous actions (cf. Germ. wissen ‘to 
know’, akin to Lat. videō, meaning originally ‘to know for having seen’).Those 
were the ancient verbal distinctions — all of them in the present. They were not 
temporal, but aspectual, because initial speakers expressed what they beheld in 
the material world at the time they spoke. The three ancestral aspects were called 
present, aorist, and perfect in the traditional terminology; imperfective, perfective, 
and stative are the preferred labels today.  
 As languages evolved, aspectual distinctions did not disappear altogether. 
English, for instance, makes an aspectual distinction — aorist vs. perfect, or 
perfective vs. stative — between I ate and I have eaten. Likewise, but somewhat 
differently, French and the romance languages in general make a distinction 
between the perfective and imperfective aspects of the past tense as in j’ai mangé 
vs. je mangeais ‘I ate vs. I was eating’. Aspect is no doubt a useful distinction and 
that’s why it has been partially preserved, but one should not lose sight of the 
fact that as languages evolved aspectual systems as a whole have morphed into 
temporal systems (on the ancestry of the aspectual system and its shift to a 
temporal one, cf. inter alia Meillet 1928: xii and Kuryłowicz 1964: 130). Just as 
motion picture cameras provide a kaleidoscopic view of events, temporal systems 
enable speakers to travel through time, narrate events of a foregone past, and 
structure those of a yet-to-occur future. Developing such a verbal system 
required a mental effort, a far greater effort than witnessing that an action is 
ongoing or completed. 
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3.6. Grammatical Marking: From Modulation to Free Morphemes 
 
Let us imagine the following predicament of incipient speakers. They have 
coined nouns for objects and verbs for actions and states, but how are they going 
to make a distinction between an on-going action and one that is completed, one 
that is performed in one go and one that is performed repeatedly and in reduced 
form, or one performed normally and the same one with especial intensity. The 
original impulse seems to have been some form of stem modulation: Either the 
quality or the quantity of the root vowel was changed or the initial syllable was 
repeated — along with the change of quantity was at times a concomitant change 
of quality while stem reduplication often triggered a vowel reduction in the 
added syllable and occurred at times along with a vowel change in the stem (cf. 
e.g., Gk. dérkomai/dédorka I see/I have seen’, Lat. vĕnimus/vēnimus ‘we come/we 
came’, and facimus/fēcimus’ we make/we made’, pendimus/pependimus ‘we 
ponder/we pondered’, currimus/cecurrimus later by assimilation cucurrimus ‘we 
run/we ran’, and canimus/cecinimus ‘we sing/we sang’. Reduplication was also 
used elsewhere as in quisquis ‘whoever’ lit. ‘who-who’, quōquō ‘wherever’ lit. 
‘where-where’ and alter alterum ‘each other’ lit. ‘other of two-other of two’. 
Outside the Indo-European family, reduplication can also serve to express the 
intensive or iterative forms of verbs (cf. Arabic  kasara ‘he or she broke’ vs. kassara 
‘he or she smashed to bits’ and Swahili piga ‘to strike’ vs. pigapiga ‘to strike 
repeatedly’) or even the plural as in Malay rumah ‘house’ rumah-rumah ‘houses’. 
 While some cases of vowel alternation have survived, especially in the 
Germanic languages (cf. Engl. sing/sang/sung) and reduplication can occur today 
in baby talk and pet names (cf. Engl. itsy bitsy, Fr. Riri < Henri), stem modulation 
has generally been sidelined in the course of evolution and replaced with suffixes 
and infixes, which in turn have been partially replaced with particles and full-
fledged words serving grammatical functions. 
 Stem modulation is not a feature molded on occurrences taking place in the 
outside world, but there is something physical or even visceral and echolalic 
about alternations and reduplications. These are indeed embodied linguistic 
features. The first task of incipient speakers was understandably to label items 
and actions and states; they then bent and remodeled these contents words to 
form their paradigmatic variants. But with the use of language stimulating 
greater abstraction and increased use of mental power, over the years, speakers 
developed a broad range of specific morphological segments with grammatical 
functions as referents. The following step was having full-fledged grammatical 
words next to the first coined contents words. That was a major step in the 
conceptualization of grammatical implements. Function words are sometimes 
called “empty” words. The adjective empty contrasts with contents, but it also 
reveals the level of abstraction and the mental effort that is required to coin 
words that have “no” contents. The three steps can be observed in the following 
sequence from Early Latin to Modern French, where stem modulation is 
successively replaced first with suffixation, later with the use of an auxiliary. 
 
(4) cano/cecini > canto/cantavi > je chante/j’ai chanté 
 ‘I sing/I sung’ 
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 These evolutionary steps, which constitute a case of disembodiment, took 
place because each new alternative had selective advantages that the ancestral 
one did not have. Stem modulation has a certain charm, echolalic or cadential, 
but such processes can only provide a limited number of distinctions, while suf-
fixation offers unlimited possibilities. Suffixes are indeed open ended and as such 
more advantageous, but they have their own downside: They can trigger mor-
phological irregularities and thereby create language acquisition problems and 
delays (cf. Slobin, 1971: 347 on the difficulty of acquiring flectional systems). 
Function words have no quantitative restrictions; they are easy to acquire and 
powerful to operate. While the shift to mentally-generated grammatical markers 
and the corollary disembodiment were driven by the pursuit of greater efficiency, 
it should be born in mind that no feature is exclusively advantageous, nor exclu-
sively deleterious. Mentally generated linguistic implements have indeed the sel-
ective advantage of being more efficient, but embodied ones can also have theirs, 
such as the charm of reduplicatives in hypocoristics and nursery rhymes (e.g. The 
Incy Wincy Spider) and the more subtle pleasure of alliteration in adult language. 
 
 
4. The Evolving Instrument of a cerebral species 
 
It is a trivial observation that we humans do not have the tigers’ fangs, the 
antelopes’ speed, the eagles’ wings, or even the turtles’ shield or the elephants’ 
mass. We have none of the weapons and none of the defenses that other animals 
have, but we have a major trump card: We have, relative to our size, an 
exceptionally large and highly-developed brain (cf. mutatis mutandis Gould 1977: 
402). Brain power is our most valuable asset. We do not have fangs, but we have 
invented fire arms to hunt with; we cannot run as fast as antelopes, but we have 
engineered automobiles that transport us even faster; we cannot fly, but we have 
built aircrafts that make air travel not only possible, but fast and effortless.  
 Likewise, humans have started with rudimentary linguistic implements 
and developed ever-more efficient alternatives from agent-patient to subject-
object argument alignment, from verbs of state to adjectives, from stem 
modulation to suffixation and thence to an array of free grammatical morphemes 
such as pronouns, prepositions, auxiliaries, adverbs, and articles, and also from 
glottal and glottalized consonants, which involve an “intricate coordination of 
the actions of the larynx with the actions of the articulators in the mouth,” to 
simple oral consonants (Maddieson 2011).  
 Unlike all other species, humans are the only ones that have endeavored to 
find mentally generated and, as such, ever more efficient alternatives to the 
physical resources that are part of our endowments or immediately available in 
the outside world. The shift that was observed in language and also elsewhere 
from prototypes molded on the perception of objects and actions around us to 
mentally designed alternatives is therefore part of a truly human strategy. 
 It is our cerebral nature that explains the developments that were discussed 
in the foregoing, and they in turn support and confirm the view that language is 
not an instinct or a steady-state attribute coded in our genes, an organ as it was 
once claimed (Chomsky 1980: 37), but an instrument that keeps evolving — 
becoming ever more cerebral and, by so doing, ever more efficient. 
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Glossary of some of the technical terms used in this paper 
 
Argument alignment. The patterning of elements in a sentence. The nominative 
(also called accusative) alignment is that of the nearly universal model 
composed, independently of their order, of a verb, its subject, and optionally one 
or more objects. The much less common ergative alignment is a model based on 
the distinction between agent and patient, and active and stative verbs. 
Depending upon whether the action has an actual author or not, the verb will be 
active and combine with an agent in the ergative case and eventually a patient in 
the absolutive case, or stative and will combine simply with a patient in the 
absolutive case.  
 
Aorist. The traditional word for the perfective aspect, which denotes an action 
apprehended in its completion. Also used as a temporal distinction to denote a 
point action in the past without resultative connotations. Cf. e.g., I ate as opposed 
to I have eaten, which has resultative connotations meaning ‘I am full’, ‘I don’t 
have to eat’, etc. 
 
Aspect. Whereas temporal distinctions are about the relative time of the action, 
namely past, present, and future, as in I see, I saw, I shall see, aspectual distinctions 
apply to the flow of the action. The main aspects are imperfective, perfective, and 
perfect, as in I was eating, I ate, I have eaten. Pedagogical grammars all too often 
conflate tense and aspect, but seen properly, the distinction between I see and I 
saw is temporal, between I saw and I have seen is aspectual.  
 
Echolalia. Feature of two-syllable words where the second is much like the echo 
of the first. Cf. e.g., bye-bye, oink-oink, tic-tac. 
 
Embodied language. Items of language possibly shaped by aspects of the human 
body. 
 
Marker. A morphological device — often a suffix — used to indicate a paradig-
matic variant. In English, –s is the regular plural marker of nouns, while –ed is the 
past tense marker of regular English verbs. 
 
Marked/unmarked. These have two meanings:  

They may simply refer to the presence or absence of a marker. In English, plural 
nouns are marked, but plural adjectives are unmarked. 

In the theory of markedness, marked means a step or steps away from the basic 
or most natural variant. The vowel [ε] as in French mère ‘mother’ is unmarked — 
it is the most natural of all vowels — but the French vowel [œ], as in sœur ‘sister’, 
is marked for roundness because the spontaneous pronunciation of a front vowel 
is without lip rounding. The lip rounding is achieved through an extra effort—
hence the marking. The vowel [œ ̃], as in French brun ‘brown’, is doubly marked 
since it requires two extra efforts: One for lip rounding, one for nasalization. 
 
Universal Grammar is the set of the structural properties common to all natural 
languages claimed to be hard-wired into the human brain. 
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Is Embodiment All That We Need? 
Insights from the Acquisition of Negation 

 

Valentina Cuccio 
 

 
Simulation of propositional content does not sufficiently explain real-life 
linguistic activity, even for action-related language. In addition, how we get 
from propositional content to implicit and inferential meaning needs to be 
explained. Indeed, simulative understanding is immediate, automatic and 
reflex-like while an explicit interpretative act, even if not always needed, is 
still a part of many linguistic activities. The aim of this paper is to present 
the hypothesis that speaking is a complex ability realized by means of at 
least two different mechanisms that are likely developed at different and 
consecutive steps of cognitive and linguistic development. The first 
mechanism has a neural explanation grounded in the notion of embodied 
simulation. The second implies socio-cognitive skills such as Theory of 
Mind. In order to fully develop the second mechanism, a symbolic 
communication and interaction with a cultural community are needed. This 
hypothesis will be tested by looking at the acquisition of linguistic negation.  
 
 
Keywords: embodied language; inferential meaning; mindreading;	
  negation	
  

 
 
 
 
1. Introduction 
 

There is an assumption, popular among philosophers, that the brain proces-
ses that make for cognition are one sort of thing and that the brain processes 
that contribute to motor control belong to an entirely different category. 

(Churchland 1986: 451) 
 
It is interesting to note that philosophers such as Epicuro, Campanella, Vico, and 
Condillac all held the hypothesis that cognition is deeply grounded in our 
corporal and motor experience even though they did not have the knowledge of 
neurobiology that we have today. 
 However, since Patricia Churchland’s book came out in the late eighties, 
experimental data (especially the discovery of mirror neurons in primates; 
Gallese et al. 1996; Rizzolatti et al. 2001, 1996) has confirmed the hypothesis that 
cognition and language are embodied. Consequentially, philosophers who still 
considered brain processes for cognition as radically different from processes for 
motor control have moved away from that bias. However, the embodiment of 
language and cognition might not fully explain human cognitive and linguistic 
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abilities. The aim of this paper is to present the hypothesis that speaking is a 
complex ability realized by means of at least two different mechanisms that are 
likely developed at different and consecutive steps of linguistic and cognitive 
development. The first mechanism has a neural explanation grounded in 
embodied semantics and mental simulation (Gallese & Lakoff 2005). The second 
implies socio-cognitive skills such as Theory of Mind. In order to fully develop 
the second mechanism, a symbolic communication and interaction with a cultur-
al community are needed. Hence, the origin of man’s complex species-specific 
language and cognition is in both the brain and in culture (Deacon 1997; Toma-
sello 1999; Arbib 2009). This hypothesis will be tested by looking at the acqui-
sition of linguistic negation.  
 
 
2. The Acquisition of Negation in Normal Development 
 
In first-language learning three broad categories of negation consecutively arise 
(see Dimroth 2010 for a review): (1) rejection/refusal, (2) disappearance/non-
existence/unfulfilled expectation, (3) denial. According to many studies (Volterra 
& Antinucci 1979; Pea 1980; Choi 1988), rejection is the first category of negation 
to be acquired. Children use “no” to express refusal of something existing in their 
present context. However, we can find examples of rejection in human pre-
linguistic gestures and even in animal behaviour. In fact, before the time children 
start to produce the single word “no” to express rejection, they have already 
expressed rejection non-linguistically. Rejection, according to Pea (1980) does not 
require abstract mental representations, while non-existence and denial do 
require them.  
 The second category of linguistic negation to arise is non-existence/ 
unfulfilled expectation. At this point, children are able to signal the absence or 
disappearance of an expected referent in the context of speech or to indicate 
something that violates their expectations, based on previous experience (for 
instance, malfunctioning toys). 
 Lastly, the third category to be acquired is denial. Denial implies negation 
of a predication. The referent is usually symbolically expressed. As Bloom (1970) 
argues, to deny children must have the ability to discern between their own 
knowledge of the world and the knowledge of their listener. In order to deny a 
sentence, children have to deal with two propositions, one affirming and one 
negating the same predication; and they have to ascribe one of these to the 
person they are speaking to. “To deny the truth of another person’s statement 
entails the understanding that the other person may hold different beliefs, or that 
language is itself a representation of reality, not reality itself” (Tager-Flusberg 
1999: 328). Denial is usually acquired by the age of two and a half years. 
 According to Antinucci & Volterra (1979) categories of negation are 
acquired according to the complexity of the inferences that they entail. At the 
beginning of this process, children are only able to make inferences about their 
present perceptual situation. Thus, at first, children can only negate (rejecting, 
prohibiting, or expressing non-existence) something currently present in the per-
ceptual context of speech or something that was just present in the speech con-
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text. Later on, as children start to express denial, they become able to read their 
listeners presuppositions. At this time, children rely both on perceptual and prag-
matic context. 
 Choi (1988), in her longitudinal study on English-, French-, and Korean-
speaking children aged between 1;7 and 3;4 (years;months), went into more depth 
in the description of semantic categories of negation. She identified nine functi-
ons of negation that usually arise in three different phases. 
 
(1) a. Phase 1: non-existence, prohibition, rejection, failure. 
 b. Phase 2: denial, inability, epistemic negation. 
 c. Phase 3: normative negation, inferential negation. 

(Choi 1988: 525) 
 
 In Phase 3, Choi introduced the category of inferential negation that indi-
cates “the child’s inferences about the listener” (Choi 1988: 524). She refers to an 
interesting example of inferential negation: 
 
(2) (Kyle has broken a few crayons. The experimenter has been scolding Kyle 

for breaking crayons. Kyle picks up a broken crayon which he did not 
break and looks at the experimenter.) 
K: I not broken this. 

(Choi 1988: 525) 
 
 This example clearly requires false belief understanding. In fact, when Kyle 
says “I not broken this”, he is reasoning with the experimenter's belief. Specifical-
ly, Kyle supposes that the experimenter believes that he has broken that crayon 
while this was not the case (false belief). This example of inferential negation was 
recorded when Kyle was 2;8.  
 After the one-word utterance period, when children start to utter their first 
sentences, according to Bloom’s (1970) study, non-existence is the first category of 
negative sentences to arise, not rejection. Denial is still the last category to be 
acquired, despite the fact that the syntactic structure of denial is less complex 
than non-existence. According to Bloom, denial requires more cognitive effort 
from children.  
 Hence, according to the data we have seen thus far, we can say, following 
Pea (1980: 165) that the expression of negation, from simplex to complex forms, 
requires underlying cognitive representations of increasing complexity. The first 
expression of negation does not require internal abstract representation because 
the rejected object is present in the perceptual scene; later on, with the expression 
of a disappearance, abstract mental representation is required because the 
negated object or person is no longer present in the speech event context; finally, 
when truth-functional negation is used to deny a predication, a second-order 
abstract representation is required. 
 Nevertheless, Pea (1980) does not agree with the opinion of Antinucci & 
Volterra (1979) that, in order to deny, children must attribute a presupposition to 
their listener. Many times, he argues, children express negation without addres-
sing a person. Moreover, he claims, there is not enough independent experiment-
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al evidence supporting Antinucci & Volterra’s assertion that two-year-olds are 
able to infer other people’s mental states.  
 However, we know that the development of Theory of Mind begins early. 
During the second year of life, for example, language acquisition seems to 
heavily rely on the ability of reading other people’s intentions (De Villiers 2000). 
Furthermore, children start to use mental verbs like think, know, etc. in their third 
year of life (i.e. before they are able to pass the false belief task). Currently, we 
also have evidence showing that even 15-month-old children can understand 
false beliefs (Onishi & Baillargeon 2005).  
 Moreover, it is worth noting that linguistic negation, at least denial, is a 
metalinguistic operator. Negation cannot be referentially used. Even in a negative 
descriptive sentence (e.g., It is not raining.), negation does not have its own 
referent. Negation never concerns a fact in a real or fictional world, nor an ab-
stract concept like “elegance” or “rationality”, nor an action. Negation is meta-
linguistic because it implies an operation on a proposition. That is to say, ne-
gation is the operation of setting a false value for the proposition it is referring to 
(and this is the same operation we also make in the more complex linguistic 
action of lying). Thus, negation, or at least denial, seems to imply a second order 
mental representation. In fact, by expressing a denial toward a listener, the child 
is representing a content, negating that content (by setting a false value) and 
attributing the negated content to the listener.  
 Thus, following the considerations of Antinucci & Volterra (1988), we can 
argue that the complex forms of negation, which are metalinguistic in their 
nature, regardless of what different names they may be called, entail the ability to 
attribute mental states to others and even to understand false beliefs.  
 Thus, psycholinguistic studies on linguistic negation show that negation 
can express very different functions that arise at different steps of language 
acquisition and that have different cognitive requirements. In what follows, it 
will be argued that we need two different mechanisms in order to account for the 
acquisition of these different functions of linguistic negation. 

 
 

3. What Model of Linguistic Development can Account for the Acquisition 
of Negation? 

 
So far, we have seen that there are at least three steps of increasing complexity in 
the acquisition of linguistic negation. The question that will be addressed now is: 
What model of linguistic development can account for the acquisition of 
negation?  
 A two-level model for language acquisition will be presented. In particular, 
the hypothesis that we can account for the first categories of negation, rejection 
and non-existence (the first step of language competence in this model) and even 
for the comprehension of the negated content of a denied sentence in a simulative 
paradigm will be proposed. Embodied simulation, however, does not sufficiently 
explain denial (the second step of language competence). While in a simulative 
account, based on motor simulation, our understanding of others is “immediate, 
automatic and almost reflex-like” (Gallese 2007), and our comprehension of 
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action-related language is realized by means of a neural simulation of the perti-
nent action, as neuro-imaging and Transcranic Magnetic Stimulation studies have 
widely shown (Buccino et al. 2005; Tettamanti et al. 2005), an explicit interpret-
ative act is needed in order to explicitly attribute negated/simulated information 
to someone else. Hence, simulation of the propositional content is not enough to 
explain denial. We need to introduce more complex inferential abilities that are 
not only the product of our brain, but also of our interaction with a cultural com-
munity.  
 The latter claim about the explicitness of denial could be challenged by 
saying that there is not any need to envisage an explicit act in order to attribute 
the negated information to someone else. Indeed, recently Gallese & Sinigaglia 
(2011) have argued that by means of embodied simulation a given content can be 
implicitly attributed to others because embodied simulation entails a functional, 
non-representational form of mental state attribution. However, what character-
izes linguistic denial is exactly the explicit negation of someone else's mental 
state. Thus, in this case by accepting the claim that an explicit attribution is not 
necessary to denial because an implicit functional attribution of mental states can 
be realized by means of embodied simulation, it would follow that when denying 
we are explicitly negating a content that is implicitly attributed. And this means 
that, at some point, that content should become explicitly accessible. Then again, 
even if we buy into Gallese & Sinigaglia’s proposal about the functional and non-
representational nature of mental state attribution realized by means of em-
bodied simulation, we still need to introduce an inferential process that acts on 
explicit accessible content. This, obviously, does not happen for every inferential 
activity in which we are involved. But it is necessary for some human activities, 
and denial seems to be among them. 
 
3.1. Simulating Negation 
 
According to many authors (Barsalou 1999; Pulvermüller 1999, 2002; Gallese & 
Lakoff 2005; Gallese 2008), linguistic meaning is embodied. This means that the 
comprehension of an action-related word or sentence activates the same neural 
structures that enable the execution of that action. Gallese (2008) presented this 
hypothesis as the “neural exploitation hypothesis”. Language exploits the same 
brain circuits as action. According to this hypothesis, our linguistic and social 
abilities are grounded in our sensory-motor system. The Mirror Neurons System 
(MNS) is the neural structure that supports both our motor abilities and our 
social skills, language included. Thus, in this account, actions and language 
comprehension are mediated by motor simulation. This even holds true for the 
understanding of abstract linguistic meanings. Indeed, in that case, mental 
imagery and metaphorical thought allow us to map from a sensory-motor domain to 
an abstract domain. This mechanism, according to Gallese & Lakoff (2005), is the 
basis for the construction and comprehension of abstract linguistic meaning. 
 Moreover, it has been pointed out that language comprehension also relies 
on other kinds of embodied simulation, not only on motor simulation. For 
example, Engelen et al. (2011) elaborated and tested a model for the development 
of language comprehension in which perceptual simulation is central. According 
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to these authors, a perceptual simulation of an event is created every time we 
listen to or read a description of that event. In this view, children exploit the 
process of perceptual simulation even if they have a limited knowledge of the 
objects involved. The role of sensory simulation in language comprehension has 
also been highlighted by Wojciehowski & Gallese (2011). Their approach focuses 
on the idea of the “Feeling of the Body” that is the product of sensory-motor 
simulation processes that enable us to immediately understand not only basic 
motor intensions but also the feelings and emotions of others. The experience of 
the “Feeling of the Body”, in the authors’ view, is fundamental when we ap-
proach literary texts and explains the sense of identification with and connected-
ness to narrated characters that we feel while reading stories. Recently, also furth-
er research conducted on the role of embodied emotion and introspection in lang-
uage comprehension (Barsalou et al. 2003, Kousta et al. 2011) has contributed to 
giving us a richer and more powerful picture of the embodied language studies.  
 According to this view, many features of language seem to be bodily 
grounded. Lately many studies have also been devoted to the understanding of 
simulation processes in the comprehension of negated sentences (for example, 
Kaup et al. 2006; Tettamanti et al. 2008). To date, the neural mechanisms that 
underlie the processing of negation are still unclear. Tettamanti and colleagues 
carried out an experiment that aimed to identify the brain mechanisms that 
underlie the comprehension of negative sentences.  
 As Tettamanti et al. (2008) noted, psycholinguistic data on the comprehen-
sion of negative utterances seems to lead to different conclusions. On one hand, 
data from sentence comprehension (for example, Carpenter & Just 1975) suggests 
that a negative sentence is cognitively more demanding than the corresponding 
affirmative sentence. And this should indicate a stronger neural activation for a 
negative sentence than for its affirmative counterpart. On the other hand, data 
from studies on the accessibility of information (for example, Kaup & Zwaan 
2003) suggest that negated information is cognitively less accessible.  
 The main aim of the Tettamanti et al. study was to test whether the impact 
of negation on neural activation is dependent on the semantic field of the negated 
content. Considering previous results, two possible outcomes were predicted by 
the authors. Negation could determine a reduced accessibility of the content of 
the negated sentence with, consequently, a lower neural activation for simulation 
in the left fronto-parieto-temporal and in the posterior cingulate cortex (content 
dependent hypothesis). Alternatively, negation could determine higher cognitive 
loads, due to a greater syntactic complexity. In this case, the processing of ne-
gation will lead to a higher, content independent, neural activation in the left 
perisylvian areas.  
 Results of Tettamanti et al.’s (2008) study confirmed previous findings on 
the accessibility of information (Kaup & Zwaan 2003). The authors say that “Ne-
gation is encoded by our brain in terms of a reduced activation of the areas re-
presenting the negated information”. 
 Thus, the Tettamanti et al. study seems to be congruent with the hypothesis 
proposed by Kaup & Zwaan (2003, 2007) that the processing of negation enables 
a lower neural activation of the negated content in the brain, both of action-
related and abstract content. 
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 For the sake of clarity it should be noted that Kaup & Zwaan (2007) 
proposed a two-step simulation hypothesis of negation. According to their model, the 
comprehension of a negative sentence is realized firstly by means of a simulation 
of the negated content that is soon followed by a brief simulation of the actual 
state of affairs. At this point, information about the negated content is less acces-
sible, this finding is congruent with Tettamanti et al.’s (2008) results. Moreover, 
this hypothesis can even account for data from sentence comprehension tasks (for 
example Carpenter & Just 1975). Indeed, in the first step of the comprehension of 
a negative sentence, the comprehender has to manage with two simulations, i.e. 
the simulation of the negated content and the simulation of the actual state of 
affairs. Hence, it is plausible that in this first step, a negative sentence is 
cognitively more demanding resulting in a longer response time. 
 The two-step simulation hypothesis was tested by means of a set of experi-
ments that assessed time responses in recognition tasks. Participants read a sen-
tence and then were shown a picture. They had to decide whether objects in the 
picture matched objects mentioned in the sentence. Responses were faster when 
depicted objects matched those mentioned in the sentences, even for negated 
contents. Thus, the same response-time pattern was found both for affirmative 
and negative sentences. In a different condition, pictures were shown with a 
longer delay. In this case, different response-time patterns were observed for 
negative and affirmative sentences, with negative sentences showing signifi-
cantly slower responses. Thus, the results seemed to confirm the two-step 
simulation hypothesis, with less accessible information about the negated content 
in the second step. 
 It should be noted that in the studies on the simulative processes of 
negative sentences, negation is considered to be a monolithic syntactic function. 
The authors did not consider that different functions, with different cognitive and 
pragmatic demands, can be carried out in language by the same morpheme. 
Thus, to simulate the content, both the actual or the negated content of a 
sentence, does not supply a complete explanation of the comprehension of 
negation. “No” can express a rejection or a denial and the cognitive distance from 
the former to the latter is considerable. Moreover, it should be noted that 
Pragmatics usually classifies two different kinds of negation: descriptive and 
metalinguistic negation (Horn 1985). Descriptive negation refers to a state of 
affairs in the world while metalinguistic negation acts on presuppositions, 
implicatures and formal aspects of language like morphology or phonology. 
According to Kaup and colleagues, “the experiential view conceptualizes lang-
uage comprehension as the performance of a sensory-motor simulation of the 
described sequence of events” (Kaup et al. 2007: 265). Hence, these studies seem 
to only be focused on descriptive negation. Language, however, is not always just 
the description of an abstract or action related state of events. Even if a 
simulation of the content occurs, and this seems to be the case, this does not 
sufficiently explain the complex inferential process that occurs in linguistic 
denial. In real life, in many cases, by denying a sentence, a speaker is denying 
presuppositions or implicatures of his co-speaker.  
 From the point of view of the speaker, this entails the ability of attributing 
mental states to the others and of following their inferences. The speaker is 
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explicitly attributing a mental content to the interlocutor and he is then negating 
that content. Thus, the speaker is holding the actual and the negated content of 
the inference in his mind and he is explicitly attributing one of them to the 
interlocutor. In addition, in order to realize this attribution the speaker needs to 
rely on background and shared knowledge.  
 From the point of view of the interlocutor, the comprehension of negative 
sentences is not always just a matter of simulation of the propositional content. In 
fact, in order to correctly understand a cancelling implicature negation, the 
interlocutor needs to understand the inferences that can be drawn from the 
negated content of the sentence. This entails explicit mindreading for the inter-
locutor as well. Intentional and highly inferential communication is often explicit 
in the minds of speakers. 
 A simulation process of the propositional content can also be taking place 
with cancelling implicature negation. This is not questioned here. However the 
simulation of the propositional content is only a part of the full process of 
language comprehension.  
 It would be interesting to test the simulative processes at work during the 
production of inferential negative sentences. Is the content of inferential commu-
nication simulated as well? Do we simulate both the literal and the inferential 
meaning of those sentences? Which are the brain circuitries that implement our 
more complex inferential abilities? These issues are still waiting for an answer.  
 Interesting studies have been carried out on the ability to draw inferences 
during language comprehension and to integrate semantics and world 
knowledge. For instance, Chow et al. (2008) carried out an fMRI study in which 
participants were asked to read short passages and predict the development of 
the situations by drawing correct inferences. To trigger the participants to 
generate the correct inference, each short passage was followed by a lexical-
decision task. The authors manipulated the predictability of the target words in 
the lexical decision-task. Predictable words were those not explicitly mentioned 
in the short passages but inferable from them. This study, thus, investigated the 
neural mechanisms sub-serving inference processes. However, it does not seem 
to address the problem of so-called pragmatic intrusion, namely to what extent is 
semantics pragmatically determined? In other words, this study is focused on the 
problem of predictive inferences in language comprehension while it does not 
address the different problem of the “intended meaning” of an utterance. It 
seems likely that we need inferential abilities to understand the meaning of an 
utterance, what the speaker is talking about, and not only to predict the event 
that can follow from the uttering of that sentence. 
 Another issue, then, is worthy of remark here. Studies on the simulative 
processes of negative sentences are carried out in the field of embodied 
semantics. The definition of meaning in this field of research seems to be 
problematic. Action-related meanings are represented in the brain through a 
mental simulation realized in the same sensory-motor circuitries that enable 
actions. Thus, in this view, a part of our vocabulary is built on our sensory-motor 
possibilities. Metaphorical thought and mental imagery allow us to have abstract 
meanings (Gallese & Lakoff 2005). 
 The problem with this account is that it considers semantics, specifically 
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action-related words, as a stable field (dictionary model of language). For 
example, Meteyard et al. (2012) reviewed the work that has been done in the last 
decade on the topic of embodied language. The authors classified language 
theories, putting them on a continuum between those that are fully embodied 
and those that are fully disembodied. Semantics, in all of these works, seems to 
be conceived of as the link between a word and its representation, that can be 
more or less embodied. These representations also seem to be pretty stable, no 
room is left for pragmatics in the definition of semantic representations. 
However, language does not work as a rigid code. We can play with words, we 
can use irony, we can lie or we can simply be misunderstood. This is possible 
because meaning, in real-life linguistic activity, is mostly constructed in the 
context of speech. Indeed, many authors have been suggesting that we should 
abandon the distinction between semantics and pragmatics. Meaning, in this 
view, is constructed in every context of speech on the basis of the speakers, their 
background knowledge, their level of shared knowledge, their goals (Carapezza 
& Biancini 2012) and the physical context of the speech act. 
 Imagine a boy that returns home. His father sees him and asks: “So?” — 
and the boy answers with a smile: “It was fine”. This conversation could only be 
understood by one who shares their same background knowledge. For example, 
the boy could have returned from an exam or a job interview. Or a date with a 
girl that he really likes. The father is asking about the outcome. Thus, it is likely 
that in this case both the father and the son are performing a mental simulation. 
But is the mental simulation pertinent to the words So and It was fine or, more 
likely, to the implicit meanings that can be inferred from those words? Moreover, 
these very same words uttered in a different context by different people would 
have a very different meaning. 
 Thus, studies on embodied language should discuss the notions of meaning 
and semantics further. Linguistic activity seems to not only be realized by means 
of a fixed and conventional repertoire of meanings, even in the case of action-
related language. Up to now, the role of pragmatics and inferential processes are 
still missing in this research paradigm. Hence, inferential processes involved in 
language comprehension seem to be the next step that should be addressed in 
embodied language research. 
 In particular, studies of simulative processes of negation show an overt 
bias, the consideration of negation as mainly as descriptive while ignoring its 
metalinguistic functions (Horn 1985). Examples of negation that cancels presup-
positions and implicatures, i.e. metalinguistic negation, can be easily found in 
everyday conversations. Below, are a few example dialogues: 
 
(3) (Andy meets Barry.) 
 A: I saw you at the restaurant yesterday. 
 B: I did not move from my apartment. 
 A: Sorry, I was pretty sure that you were the man I saw with your wife! 
 After this conversation Barry goes home and says to his wife Carol: 
 B: You were at the restaurant with another man yesterday! 
 (Carol replies with a very classical answer.) 
 C: It isn’t what you think! 
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(4) In a big company there was a cash deficit. The boss addresses one of his 
employees with these words: 

 Boss: You have recently bought a very expensive car, John. 
 John: I did not do anything that was beyond my possibilities. 
 
In all of these examples, negative sentences negate a presupposition or impli-
cature of the interlocutor. In the first case, Barry is negating the presupposition of 
Andy that Barry was the man at the restaurant. Carol is negating the implicature 
of Barry that she was cheating on him. Finally, the employee is negating the 
implicature of his boss that he stole money.  
 It is likely that in understanding these negative sentences, we start with a 
simulation. Following Kaup & Zwaan (2007), it is likely that we start with a 
simulation of the negated content and then we simulate the actual state of affairs. 
However, a simulation of the actual or the negated content is not sufficient in 
order to understand these dialogues. The boss is not explicitly saying that the em-
ployee stole the money. He is implying this sentence. And the employee is not 
explicitly negating this implicature. His negative sentence is an implicit negation 
of the boss’s implicature. 
 Thus, the simulation of the propositional content is not sufficient in order 
to explain real-life linguistic activity. In addition, we need to explain how we get 
from the propositional content to those inferential meanings that are not 
explicitly stated but are explicitly accessed by speakers. 
 Simulative understanding is the first step in language acquisition that we 
reach during ontogeny and very likely it was the first step in phylogeny as well. 
However, at some point we got more complex socio-cognitive abilities that made 
more sophisticated linguistic activities possible. In competent speakers, these two 
mechanisms interact, making it hard to isolate one from the other.  
 Concerning the acquisition of linguistic negation, we can understand 
rejection and non-existence in the simulative paradigm. However, it is very 
unlikely that denial can be accounted for in this same paradigm, in particular for 
cases of presupposition cancelling negation or implicature cancelling negation. In 
order to account for denial we need to introduce explicit inferential abilities. The 
inferential level of linguistic negation will be the topic discussed in the next 
section. 
 
3.2. The Inferential Level of Negation 
 
The examples discussed in the previous paragraph seem to suggest that 
simulating the negated or actual content of a proposition is not always sufficient 
in order to understand negative sentences even if these are action-related. If our 
understanding of propositions such as those presented in the previous examples 
were based on a simulation of the propositional content, then much of the 
meaning of those dialogues would be lost. A simulation is most likely taking 
place. However, many questions arise about the content and temporal dynamic 
of this simulation. Only further empirical investigation can help to answer these 
questions. 
 Up to now, we have argued that complex socio-cognitive abilities are 
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needed in order to produce and comprehend denial, the most complex form of 
negation. The next question we are going to address will be: Is there any 
empirical evidence supporting this claim? 
 We try to answer this question by looking at the acquisition of linguistic 
negation in autistic children. Autism is a neurodevelopmental disorder with 
three characteristic features: social impairments, communicative-linguistic 
impairments, and repetitive and stereotyped behaviors (Tager-Flusberg 1999). 
The first two aspects of autism are usually referred to as a condition of “mind-
blindness”, that is, the inability to read our and other people’s mental states 
(mindreading). Hence, according to this account, autistic subjects have a specific 
deficiency in understanding other people’s mental states and, as a consequence of 
this lack of comprehension, they have communicative and social deficiencies. 
Indeed, the ability of attributing mental states such as intentions, beliefs, desires, 
etc., to other people is the ground for social behaviors and linguistic communi-
cation.  
 Because they lack the mindreading ability, autistic individuals have diffi-
culties in interpreting other people’s communication and behavior. Different 
hypotheses have been proposed to explain this disorder. Baron-Cohen (2002), 
following a hypothesis originally proposed by Asperger (1947), gave empirical 
support to the idea that autism can be considered as an extreme form of the male 
brain. In other words, autistic individuals demonstrate hyper-developed 
systemizing abilities, i.e. they perform over the average in tasks that require 
identifying the variables of a system and predicting its rule-governed behaviors 
while they perform poorly in all the tasks that require empathizing with others. It 
is worth noting that both men and women have the systemizing and empathizing 
skills but usually women have more developed empathizing skills then men and 
vice versa, men have more developed systemizing abilities. The extreme male 
brain that seems to characterize autism, thus, is a particular combination of these 
abilities that consists in hyper-developed systemizing skills and hypo-developed 
empathizing skills. This is, of course, only one of the hypotheses that have been 
put on the table about this enigmatic pathology. Lately, the alternative 
explanation that subjects with autism spectrum disorder have a dysfunction of 
the mirror neurons system consisting in its disordered activity has also been 
considered (Iacoboni & Dapretto 2006). According to this hypothesis, this dys-
function of the mirror system is responsible for the lack of that immediate and 
automatic attunement with others that makes us able to understand their basic 
motor intentions. 
 In any case, whatever can be considered to be the origin of this pathology, 
one of the defining characteristics of autism is mind-blindness. However, this 
mindreading deficiency can be experienced to different degrees and this means 
that differences among individuals in the severity of symptoms are likely to be 
observed. 
  So far, we have made two points. Firstly, we have examined the cognitive 
requirements underlying the acquisition of linguistic negation, arguing that in its 
complex forms, linguistic negation requires second-order mental representations 
and complex mindreading abilities. Secondly, we have identified a neuro-
developmental disorder, autism, where subjects are expected to show a specific 
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deficiency in mindreading. Now, if these two assumptions are correct, autistic 
individuals should find complex forms of linguistic negations difficult to inter-
pret correctly. And this seems, in fact, to be the case. 
 Shapiro & Kapit (1978) looked at the use of linguistic negation in autistic 
children and in typically developing 3- and 5-years-old controls. Subjects had to 
follow an experimenter’s instructions eliciting comprehension, production or imi-
tation of negative sentences. Findings suggested that autistic children used a dif-
ferent strategy than their controls in accomplishing the tasks. In fact, they 
performed better than controls in the imitation task but had significantly lower 
performances in production. All groups performed better in comprehension than 
in imitation. Still the autistic children’s performances in comprehension were 
lower than the 5-years-olds and even lower than one of the two groups of 3-year-
old normally developing controls. Shapiro & Kapit (1978: 349) find that “the 
autistic subjects produce fewer and more rigid negations as well as imitating 
well, suggesting adequate registration and reply but poor integrative processing 
of linguistic form for social and communicative use”. 
 Moreover, Tager-Flusberg et al. (1990) looked at language acquisition in 
autistic children and children with Down syndrome. Children were visited in 
their homes and video-taped while playing with their mothers. Conversations 
were subsequently transcribed by the experimenters. Results showed that autistic 
and Down syndrome children acquired syntactic structure to express negation in 
the same order as typically developing children. However, autistic children only 
used syntactic structures of negation to express rejection and non-existence while 
at later stages, children with Down syndrome also express the function of denial. 
Significantly, the expression of denial was absent in the linguistic production of 
autistic children. The authors interpreted these findings as a result of a lack in 
Theory of mind, under the assumption that denial requires attributing mental 
states to the listener. “This paucity of denial reflects impairments in Theory of 
mind. […] These aspects of mental state understanding are specifically impaired 
in autism and it is therefore not surprising that this function of language, denial, 
is almost never used by young children with autism” (Tager-Flusberg 1999: 332). 
 Delayed negation processing was found by Schindele et al. (2008) even in 
adults diagnosed with high-functioning autism and Asperger’s syndrome. 
Subjects were required to read short stories ending with either a negative or 
affirmative sentence. Depending on the context, the last sentence could be 
pragmatically felicitous or infelicitous. Normal controls only read negative final 
sentences in the pragmatically infelicitous context slowly while the two clinical 
groups had no context-related effect, showing longer reading times for negative 
sentences in both conditions. 
 The data about the production and comprehension of negative sentences in 
autistic individuals seems to support the conclusion that complex socio-cognitive 
abilities are needed in order to produce and comprehend denial. Indeed, when 
the ability to understand other people’s mental states is impaired, production 
and comprehension of denial is impaired as well. 
 The next step will be to put all of these elements in a unitary model for 
language acquisition. 
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3.3. Putting Together Simulative and Inferential Abilities into a Two Step-
Model for Language Acquisition 

 
So far, we have seen that different kinds of embodied simulations occur in 
language comprehension. We have also seen that in many occasions the simu-
lation of the propositional content does not sufficiently explain the pragmatic 
level of linguistic communication. Most linguistic meaning is implicitly commu-
nicated through inferential processes. What can all of this data tell us about the 
acquisition of language?  
 Children have a language-ready brain, but they need to be in a speaking 
community in order to start speaking themselves. Even Noam Chomsky made 
this kind of assertion (Chomsky 1988). Unlike what Chomsky believed, the claim 
here is that having a language-ready brain is not the same as having an innate, 
domain-specific, device for language.  
 Arbib (2009: 265) hypothesizes that the language-ready brain resulted from 
the evolution of a progression of mirror systems and linked brain regions 
‘‘beyond the mirror’’ that made the full expression of their functionality possible. 
 Following the mirror system hypothesis advanced by Arbib and Rizzolatti 
for phylogeny (Arbib & Rizzolatti 1997, Rizzolatti & Arbib 1998), the proposal 
made here for ontogeny is that children have a language-ready brain that, based 
on mental simulation implemented by the mirror neuron system, makes the start 
of the acquisition of language possible. At this first step, the mirror neuron 
system provides us with the ability to approximately comprehend intentions, 
mainly motor intentions, and to start the process of language acquisition. In fact, 
the mirror neuron system can explain the so-called construction grammar model 
for language acquisition (Tomasello 1999) in terms of intention understanding, 
imitative learning and simulative understanding. 
 At this point, when the child enters the linguistic game, it is language itself 
that affects his or her cognitive functions and even brain. For example, the 
acquisition of literacy affects brain lateralization. Illiterate subjects, according to 
Arbib (2009), are more right-lateralized than literate controls.  
 Language makes our socio-cognitive abilities more complex. In particular, a 
full language shared by a cultural community makes our mindreading ability far 
more complex. Once the child acquires an explicit mindreading ability he or she 
is now ready to enter the second step of language acquisition. In fact, an explicit 
mindreading ability allows children to produce and comprehend inferential and 
implicit linguistic communication. The simulation of the propositional content by 
itself is not enough, even if it is very likely that simulations are taking place as 
well (Gallese & Sinigaglia 2011). Thus, at least two different neural mechanisms 
seem to be involved in language comprehension. On the one hand, language is 
deeply grounded in our sensory-motor abilities which are exploited via the 
mechanism of embodied simulation. On the other hand, we probably make use of 
a different neural mechanism that sub-serves inferential reasoning and that is an 
integral part of our linguistic skills (see for, example, Chow et al. 2008). Indeed, as 
pragmatics seems to suggest, linguistic symbols are a highly inferential commu-
nication system. And the more implicitly we are communicating, the more we 
need to be able to explicitly reason about other people mental states. 
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4. Conclusions 
 
 Summarizing the data discussed so far, negation can be considered a good ex-
ample supporting the hypothesis that speaking is a complex ability realized by 
means of at least two different mechanisms that are likely developed at different 
and consecutive steps of cognitive and linguistic development. In fact, categories 
of linguistic negation have different levels of complexity with different cognitive 
requirements. Rejection and non-existence can be explained in a simulative 
account. Denial, instead, needs an inferential explanation.  
 It is worth noting again, that these two steps of language competence, 
despite the fact that they develop consecutively, interact in adult language 
making it really difficult to isolate one from the other. 
 The final remark is about human nature, its phylogeny and ontogeny. 
Embodiment does not sufficiently explain human language and cognition. We 
also must look at the co-evolutionary relationship of culture/language and the 
brain. 
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Embodied Social Cognition  
and Embedded Theory of Mind  

 

Marco Fenici 
 

 
Embodiment and embeddedness define an attractive framework to the 
study of cognition. I discuss whether theory of mind, i.e. the ability to attri-
bute mental states to others to predict and explain their behaviour, fits these 
two principles. In agreement with available evidence, embodied cognitive 
processes may underlie the earliest manifestations of social cognitive abili-
ties such as infants’ selective behaviour in spontaneous-response false belief 
tasks. Instead, late theory-of-mind abilities, such as the capacity to pass the 
(elicited-response) false belief test at age four, depend on children’s ability 
to explain people’s reasons to act in conversation with adults. Accordingly, 
rather than embodied, late theory-of-mind abilities are embedded in an 
external linguistic practice. 
 
 
Keywords: embodied and embedded cognition; false belief test; social cog-

nition; social understanding; theory of mind 
 
 
 
 
1. Introduction 
 
Recent years have seen the birth of a new conception of the mind, namely, 
embodied cognition (Varela et al. 1991; Steels & Brooks 1995; Clark 1997, 2008; 
Lakoff & Johnson 1999; Shapiro 2011). Briefly, embodied cognition asserts that 
our physical constitution, that is, the body, matters to the definition of our mental 
life. In opposition to traditional cognitive psychology, according to which 
cognitive activity depends on the manipulation of amodal representations that 
control motor responses, embodied cognition states that perception and action 
are constitutive of mental representations. Accordingly, motor as well as sensory 
processes have a central role in the definition of cognition. 
 Embodied cognition supports a principle of economy in the definition of 
cognitive processes: It suggests substituting, until possible, reference to amodal 
representations with workable hypotheses about the functioning of sensory and 
motor systems.1 This is also consistent with evolutionary explanations: 
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    1 Consider, for instance, how Barsalou (1999) replaces Paivio’s (1986) reference to a symbolic 
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proper communication (Song et al. 2008), through incorrect deductions from per-
ceptual cues (Song & Baillargeon 2008), and through tactile perception (Träuble et 
al. 2010). In addition, not only they consider others’ non-visually induced false 
beliefs, but they can also actively react to them (Buttelmann et al. 2009; Southgate 
et al. 2010; Knudsen 2011). 
 According to a first interpretation of these results, early forms of social 
cognition can be explained by cognitive processes that operate on perceptual 
input and mostly automatically trigger low-level motor responses (e.g., sustained 
attention and anticipatory looking). These processes integrate visual information 
that infants obtain by observing other agents, but they likely involve also motor 
representations. Extensive data indeed show that processing others’ actions 
involves the activation of pre-motor areas in adults (Wilson & Knoblich 2005; van 
Overwalle 2009), and the same likely happens even in infants (Del Giudice et al. 
2009). This first interpretation of early forms of social cognition is thus consistent 
with the definition of embodiment introduced in section 1 because, on this view, 
early social cognitive abilities are implemented by cognitive processes subserving 
both sensory and motor information. Call this the embodied view of early social 
cognitive abilities. 
 The embodied view is compatible with very different accounts of the 
capacity to attribute mental states advanced both in the philosophical and 
scientific literature.8 For instance, Gallese (2005, 2007; Gallese & Sinigaglia 2011) 
argues that the same sensory–motor processes (i.e. the mirror mechanism, 
Rizzolatti & Craighero 2004) implementing one’s own mental states — e.g., one’s 
intention to act — are also used when functionally attributing the same mental 
state to another — e.g., when understanding another’s intention to act. Similarly, 
Goldman (2006, 2009) claims that mirror neurons play an important role in ‘low-
level’ mindreading and support the attribution of mental states to others. 
According to Gallagher (2008, 2011), interpreting others’ mental states depends 
on perceptual, rather than inferential, capacities that are employed in situated 
social interaction and rely on low-level sensory–motor associations developed 
since early infancy. Finally, according to De Jaeger, “social understanding 
emerges from a dynamical process of interaction and coordination of two em-
bodied subjects coupled to each other” (Fuchs & De Jaegher 2009: 470; see also De 
Jaegher 2009, McGann & De Jaegher 2009). Accordingly, we cannot disentangle 
infants’ elaboration of a perceptual input from the motor processes driving 
infants’ reaction to it. 
 These accounts differ from one another with respect to several issues: 
which kinds of mental states are attributed by the cognitive processes 
implementing early social cognitive abilities; how often these processes are at 
work in everyday social interaction; whether they can be interpreted in 
representational terms; and how they ground or implement theory-of-mind 
capacities. With respect to the last point, in particular, these accounts provide 
very different interpretations of the activity of the mirror neuron system when 
we observe others’ actions. According to Gallese, for instance, mirror neurons 

                                                
    8 The point is not that all the following accounts embraced the embodied view. Rather, they 

may agree with an embodied explanation of early social cognitive abilities. 
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underpin out understanding of motor intentionality. For Goldman, instead, they 
enable us to enter the same mental states that we observer in another person. 
Gallagher interprets the mirror neuron system as a neural mechanism supporting 
‘smart’ perception. Finally, De Jaegher is very critical of neurological explan-
ations of social cognitive abilities.9 Nevertheless, she considers that “this is not to 
say that the link between action and perception found in mirror neuron research 
does not play an important role for social understanding” (Fuchs & De Jaegher 
2009: 469). 
 Despite these differences, these accounts are nonetheless unanimous with 
regard to the following theses: (i) the attribution of mental states to others 
exploits cognitive mechanisms that are developing since early infancy; (ii) 
sensory–motor processes such as the mirror neuron system constitute the core of 
these mechanisms. Call these embodied social cognitive processes. The embodied 
view explicitly adds that (iii) embodied social cognitive processes ground infants’ 
performance in spontaneous-response false belief tasks. 
 The embodied view presupposes that manifest behavior encoded through 
visual processes and processed by the mirroring system constitutes the 
fundamental source of data that infants process in spontaneous-response false 
belief tasks. In this sense, the embodied view is sympathetic with those proposals 
explaining infants’ sensitivity to others’ false beliefs in the terms of different 
capacities to track more superficial, observational features.10 For example, it has 
been argued that infants’ performance on spontaneous-response false belief tasks 
depends on behavior-reading capacities (Penn & Povinelli 2007; Perner 2010; 
Butterfill & Apperly 2013), on the capacity to remember others’ encounter with 
objects (Apperly & Butterfill 2009; Butterfill & Apperly 2013), or to create triadic 
associations (Perner & Ruffman 2005; de Bruin & Newen 2012), or even on sensi-
tivity to affordances (de Bruin et al. 2011). 
 Notably, these (more or less strictly) behavioural accounts and the embodi-
ed view may disagree about the interpretation of the cognitive processes under-
lying infants’ performance in spontaneous-response false belief tasks. However, 
they are much more in agreement about the empirical nature of these processes. 
Behavioural accounts indeed argue that (i) infants’ performance in spontaneous-
response false belief tasks does not demonstrate the capacity to attribute (false) 
beliefs, and that (ii) the cognitive processes underlying infants’ looking behavior 
primarily process others’ motor intentions and goal-directed behavior. Analog-
ously, it is the empirical significance of a minimal interpretation of the embodied 
view that the capacities to process goal-directed behavior and motor intentions 
are sufficient to ground the earliest forms of social cognition. The two views are 
thus minimally consistent: They both stress the importance of processing overt 
                                                
    9 These explanations indeed “single out one section only of the whole circle of organism–

environment interaction. They fail to address social interaction as a structured and 
structuring process which in turn influences brain functions” (Fuchs & De Jaegher 2009: 
469). 

    10 Therefore, Gallagher writes: “What the enactive position adds to the behavioral abstraction 
position concerns the nature of the meaning that I see in the other’s actions. The other’s 
actions have meaning for me in terms of how I may be able to interact with her. […] I think 
this is consistent with your [the behavioural abstraction] view, but offers a specification 
about the meaning” (Gallagher & Povinelli 2012: 154).  
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behavior to display the kind of expectations manifested in spontaneous-response 
false belief tasks, and they avoid commitment to strong mentalistic interpre-
tations of early social cognitive abilities. Indeed, it is possible that the attribution 
of mental states merely globally supervenes on the sensory–motor processes 
underpinning infants’ basic abilities to process others’ behavior, and is not an 
explicit independent representational activity. 
 The alternative to the embodied view, the mentalist view, instead claims 
that infants’ early social cognitive abilities already involve the capacity to 
attribute mental states such as beliefs. For instance, Leslie (1994, 1995) advocates 
for the existence, at 18 months, of a Theory of Mind Mechanism (ToMM) that 
allows the use representations as meta-representations, thus constitutes the basic 
computational mechanism beyond both pretend and belief representations. 
Similarly, Baillargeon (Scott & Baillargeon 2009; Baillargeon et al. 2010) advances 
that early social cognitive abilities are provided by the maturation of a new 
modular component in the infant’s mind in the second year of life, Subsystem-2, 
which allows infants to hold in mind a separate representation of a scene. 
 It is a hallmark of the mentalist view that infants’ early social cognitive 
abilities do not exploit any behavior-reading heuristic.11 This view rejects both 
behavioural interpretations of infants’ performance in spontaneous-response 
false belief tasks and the embodied view, which is minimally consistent with 
them. And, in fact, mentalist accounts of early social cognitive abilities are often 
associated with criticisms to the fundamental importance of sensory–motor pro-
cesses to the ability of attributing mental states (e.g., Csibra 2007; Grafton 2009). 
 Despite the arguments advanced by mentalist theorists, nonetheless, the 
opposition between their rich explanation of spontaneous-response false belief 
tasks and the minimal interpretation defended by both embodied and (more or 
less strictly) behavioural accounts is far from being settled. Of course, this is an 
empirical debate, and empirical evidence may provide some reason to assess the 
contrast. If it were found, for instance, that early social cognitive abilities are not 
flexible enough to properly match mental state attributions — because, for 
example, they do not retain attributed beliefs beyond short time threshold, or 
because they are insensitive to some perceptual modality in the process of belief 
formation —, this would constitute evidence against the mentalist view. On the 
contrary, the embodied view is challenged by any result showing the complexity 
of early social cognitive abilities. In front of a very flexible behavior manifested 
by infants in a variegated set of false belief tasks, it would be more difficult to 
explain their performance in the terms of the mere capacity to process sensory–
motor information. The choice to treat their capacity as theory-of-mind abilities 
would be theoretically more parsimonious, thereby also preferable. 
 Both the embodied and the mentalist view nevertheless have general 
strategies to explain their empirical flaws. In particular, the mentalist view can 
always maintain that non-flexible manifestations of early social cognitive abilities 

                                                
    11 Adduced motivations are variegated. Leslie claims that ToMM is the essential core of 

theory-of-mind reasoning because it permits and promotes children’s attention to early 
intentional insight into the behaviors of others, thereby it allows them to learn about these 
states. Instead, according to Baillargeon, Subsystem-2 implements genuine theory-of-mind 
capacities because of reasons of parsimony (Onishi & Baillargeon 2005: 257). 
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are explained by limitation of the computational resources available to the 
working of the theory-of-mind mechanism (Fodor 1992; Leslie et al. 2005; Scott & 
Baillargeon 2009). On the other hand, the embodied view can always reduce the 
complexity of mentalist interpretations of infants’ behavior by elaborating 
behavior-reading strategies of some sort (Perner 2010; Butterfill & Apperly 2013). 
 I take those principled objections as demonstrating that the opposition 
between the embodied and the mentalist view is also partially a matter of 
theoretical preference about how to describe very simple capacities manifested in 
infancy. Although I acknowledge that solving the dispute is lastly a matter of 
empirical discussion, I want herein to consider further assumptions not clearly 
spelled out in the current debate. In defense of the embodied view, I will claim 
that it advances a coherent and plausible interpretation, which is not dismissed 
by mentalist pre-theoretical intuitions. It thus defines a concrete proposal, and it 
is should be in the agenda of future empirical investigation assessing to what 
extend infants’ social cognitive abilities can be accounted for by relatively simple 
embodied processes and mechanisms. 
 The issue whether (amodal) mental states can in principle be computed by 
cognitive processes that principally integrate sensory–motor information is 
particularly relevant to the assessment of the assumptions in favor and against 
embodied interpretations. With this respect, the embodied view favors that 
amodality can effectively be reduced to interwoven cross-modal connections 
(Barsalou 2005; Goldman & de Vignemont 2009; Gallese & Sinigaglia 2011). 
Accordingly, also the attribution of mental states to others can be implemented 
by cognitive mechanisms processing sensory–motor information and directly 
triggering automatic motor responses. Instead, the mentalist view holds that 
processing sensory–motor information cannot account for the attribution of 
mental states for the very nature of the modally-non-neutral information that is 
processed. Nothing less than theory-of-mind processes can account for social 
cognitive abilities even in infancy. 
 It is important to note that the embodied view advances a specific claim 
about the modal nature of information, which can be empirically investigated. 
The mentalist alternative, on the other hand, merely relies on a principled and, as 
I see it, unsuccessful objection. Moreover, as discussed above, the embodied view 
also suggests a viable alternative explanation to data concerning social cognitive 
abilities in infancy in agreement with (more or less strictly) behavioural accounts. 
Therefore, if we only consider social cognitive capacities apparent in the second 
year, the available evidence does not decide between embodied and mentalist 
interpretations of social cognitive abilities. But if we look more broadly, the 
evidence supports the embodied alternative. For the sake of parsimony, indeed, 
there is no need to assume that infants can attribute (false) beliefs if the same 
cognitive abilities can be explained by more basic capacities to process manifest 
behavior and motor intentions.   
 There is, however, a second argument advanced in favor of the mentalist 
view. Rather than focusing on the second year of life, it hinges on the gradual 
development of social cognitive abilities from infancy to early childhood. I will 
assess it in the next section. 
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3. Social Cognitive Development from Infancy to Early Childhood 
 
The argument from the continuity of social cognitive development states that (i) 
infants’ selective behavior in spontaneous-response false belief tasks appears 
before their capacity to pass FBT at age four, and that (ii) this capacity is usually 
interpreted as the explicit manifestation of the possession of the concept of belief, 
and so that (iii) infants’ performance in spontaneous-response false belief tasks is 
the implicit manifestation of the concept of belief. 
 The argument underlies many mentalist interpretations of early social 
cognitive abilities. For instance, Poulin-Dubois et al. (2009) report data from 
longitudinal studies finding that children’s performance on traditional false 
belief tasks is predicted by earlier ability to understand goal-directed actions with 
computer-animated geometric forms (Yamaguchi et al. 2009) or to identify 
behavioural cues of intentional action in an imitation task (Colonnesi et al. 2008). 
Hence they conclude that “the current data suggest continuity in social cognitive 
development that provides support for the hypothesis that the sophisticated 
social cognitive abilities have their roots in infancy” (p. 91). 
 Unfortunately for the mentalist view, however, that early social cognitive 
abilities develop before the capacity to pass FBT does not demonstrate that they 
are the precursors of this capacity. This conclusion follows only if this capacity is 
demonstrated to develop in strict continuity with them. Therefore, continuity in 
social cognitive development is the test bed to decide whether mentalist inter-
pretations of early social cognitive abilities are to be preferred to the embodied 
view. It is on this issue that I will now turn my attention. 
 Some empirical evidence attests gradual development in social cognition. 
Southgate et al. (2007) found that 25-month-olds gaze in anticipation towards a 
location where a person would be expected to search if she had a false belief. This 
extends Onishi & Baillargeon’s (2005) result by relating early social cognitive 
abilities to a more active behavior (i.e. anticipatory gaze). Still two-year-olds are 
limited in the kind of stimulation that can enhance their anticipatory-looking 
response. In Southgate and colleagues’ study, infants anticipatory looking was 
prompted by a visual stimulation, but Clements & Perner (1994) and Garnham & 
Ruffman (2001) found that it cannot be triggered by verbal prompting until age 
three. 
 These studies suggest the following developmental pattern for social 
cognitive abilities: (i) after 15 months, the cognitive processes responsible for 
social cognitive abilities can already direct infants’ attention at the incongruent 
behaviour of an agent; (ii) after age two, they also start driving anticipatory 
looking reactions; (iii) at age three, they start bring prompted by verbal 
stimulation; (iv) finally around age four, they fully integrate with linguistic 
abilities, thereby also allow children to correctly answer FBT. 
 Considering this evidence, Baillargeon (Scott & Baillargeon 2009; Baillar-
geon et al. 2010; cf. also Leslie 2005) claimed that young children fail elicited-
response FBT because it involves the functioning of at least three different pro-
cesses. In particular: (i) a process to represent others’ false-beliefs, (ii) a process to 
select the proper response when asked about others’ behavior, and (iii) a process 
to inhibit the tendency to answer the test question based on one’s own 
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knowledge. Since spontaneous-response tasks only tap psychological-reasoning, 
they are passed earlier than traditional elicited-response false belief tasks. As 
soon as response-selection mechanisms develop (or interface themselves with 
psychological-reasoning processes) children’s anticipatory-looking starts respon-
ding to verbal prompts. Finally, when response-inhibition processes properly 
develop, children also become able to pass elicited-response tasks. 
 Important considerations nevertheless reject continuity in the development 
from early social cognition to late theory-of-mind abilities. A first hint comes 
when considering a possible double dissociation between early and more mature 
social cognitive abilities.12 Senju and collaborators (Senju et al. 2009, 2010; see also 
Senju 2011 for a discussion) found that autistic people are impaired on spontane-
ous-response false belief tasks while at the same time they pass elicited-response 
tasks (Happé 1995) — their performance being strongly related to their linguistic 
abilities (Tager-Flusberg & Joseph 2005). This pattern is opposed to the one of 
three-year-olds, who are impaired on elicited-response tasks while at the same 
time they pass spontaneous-response tasks. This suggests that the two tasks map 
different capacities. 
 Secondly, if the cognitive processes implementing early social cognitive 
abilities progressively develop in continuity with more advanced social 
competence, one would expect cognitive biases affecting late social cognitive 
abilities to be present even at earlier developmental stages. However, a central 
bias to the capacity to pass FBT such as the ‘curse of knowledge’ (Birch & Bloom 
2003, 2004, 2007) genuinely affects only four-year-olds’ performance on elicited-
response tasks, while it spares infants’ early social cognitive abilities.13 This 
challenges the hypothesis that passing FBT at age four depends on the same 
processes already in place around age two (Samson & Apperly 2010). 
 Finally and critically, increasing evidence supports a multi-process theory 
of social cognitive abilities. On the one hand, empirical findings suggest that 
beliefs are not automatically attributed in FBT. Apperly et al. (2006) reasoned that 
if this were the case, we should consider others’ beliefs even when not requested 
to do so. They thus probed experimental subjects with unpredictable questions 
about what was happening in a video; the questions concerned either the location 
of an object, which participant were requested to track, or a false belief of the 
main character, which were irrelevant to the task goal. They found that longer 
response times and higher errors where connected to answers about the 
character’s false belief, suggesting that subjects normally did not track it. Also, 
explicitly requiring subjects to track the character’s belief eliminated the 
asymmetry between belief- and reality-answers, suggesting that such asymmetry 

                                                
    12 Though see Scerif & Karmiloff-Smith (2005) for a warning about the misuse of double 

dissociations in cognitive neuroscience. 
    13 The curse of knowledge refers to the fact that children as well as adults find it difficult to 

stop considering their own knowledge when asked to assess others’ perspectives. That the 
curse of knowledge spares early social cognitive abilities provides no surprise in the 
experiment by Southgate et al. (2007), where the object that is the content of the false belief is 
taken out of the scene before infants’ response is prompted. No actual knowledge of the 
object’s location thus misleads infants’ reaction. This is however not the case in the 
experiments by Clements & Perner (1994), Garnham & Ruffman (2001), and Onishi & 
Baillargeon (2005).  
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depended on the cost of retrieving the character’s belief. 
 Contrary to the case of belief attribution, other findings instead suggest that 
adults automatically compute others’ visual experience even when they 
themselves have a different view (Samson et al. 2010). This result has been 
demonstrated in six-year-olds (Surtees & Apperly 2012) and, surprisingly, even 
in seven-month-olds (Kovács et al. 2010).14 However, this capacity is importantly 
limited in many respects: It does not consider level-2 visual perspective taking 
(Surtees et al. 2011), and it is impaired when the other’s perspective includes 
complex scenarios (Keysar et al. 2000, 2003). 
 In the light of these results, Apperly & Butterfill (2009; cf. also Frith & Frith 
2006; Apperly 2010) suggested that adults compute others’ mental states by two 
kinds of cognitive process. High-level social cognitive processes develop in early 
childhood and allow children to pass complex tasks such as elicited-response 
FBTs. They are highly flexible but cognitively demanding, therefore they do not 
get automatically employed. In contrast, low-level social cognitive processes 
develop in infancy and have likely been naturally selected. They are cognitively 
efficient, because they rely on the elaboration of simple features of the perceived 
input, and explain infants’ performance in spontaneous-response false belief 
tasks. However, the same reason why they are cognitively efficient also makes 
them inflexible. Indeed, they are very limited both in the kind of information 
they can process and in how their outcome can influence other cognitive 
processes. That is, they are encapsulated and impenetrable: They are activated only 
by some specific available input, and are of no help to solve general domain 
problems (Fodor 1983; Coltheart 1999). 
 Importantly to the present discussion, empirical investigation indicates that 
early and late social cognitive abilities are provided by completely different 
cognitive processes. Accordingly, cognitive development does not progress 
continuously from infancy to early childhood. This rejects the mentalist theorist’s 
argument that the cognitive processes underlying early forms of social cognition 
must be interpreted in strong mentalistic terms because they represent the early 
roots of mature theory-of-mind abilities. 
 In light of the empirical inadequacy of the argument from the continuity in 
social cognitive development, and considering that mentalist interpretations 
about early social cognitive abilities inconclusively oppose embodied accounts, 
we must thus leave it open how to interpret infants’ performance in spontaneous-
response false belief tasks. Given the severe limitations of infants’ early social 
cognitive abilities, adopting the full vocabulary of folk psychology to describe 
them may be incorrect, whenever misleading (cf. Kagan 2008 for the same argu-
ment against very young infants’ possession of the concepts of number and 
object). 
 Concluding, it is up to future empirical investigation deciding to what 
extend infants’ social cognitive abilities can be accounted for by relatively simple 
embodied processes and mechanisms. However, theoretical reflection 
                                                
    14 Interestingly, Kovács and colleagues interpret their result in the terms of the capacity to con-

sider others’ beliefs, although what they really assessed is the subject’s capacity to recall 
what other agents saw. This is a good example of over-interpretation of experimental evi-
dence. 
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demonstrates that we are not committed to interpret them in a strong mentalistic 
vocabulary. Consistently with the embodied view, the cognitive processes 
underlying early social cognitive abilities may be the outcome of a minimal 
capacity to attribute motor intentions and goal-directed behavior. Coherently 
with (more or less strictly) behavioural accounts, they may even depend on less 
sophisticated embodied competences that do not have a direct translation in the 
vocabulary of folk psychology. Inasmuch as these two interpretations do not 
mutually exclude but agree about the empirical nature of the cognitive processes 
underlying early social cognitive abilities, rejecting strong mentalist accounts 
paves the way to an alternative interpretation coherent with the embodied view. 
 
 
4. Explaining Theory-of-Mind Acquisition in Early Childhood 
 
If early social cognitive abilities already reflected the capacity to attribute beliefs 
to others, learning to pass FBT at age four would not be a milestone in children’s 
social cognitive development. This would constitute a priori reason not to 
investigate whether this ability is implemented in embodied cognitive processes. 
However, the discontinuity between early and late social cognitive abilities 
attests that elicited- and spontaneous-response false belief tasks are rather 
distinct. Passing elicited-response FBT thus identifies an autonomous compe-
tence in child development.15 Accordingly, it is still worth investigating whether 
this ability fits the framework of embodied cognition. In this section, I discuss 
and reject three explanations of the acquisition of the capacity to pass FBT. This 
will clear the field to my alternative proposal. 
 A first attempt to explain children’s acquisition of the capacity to pass FBT 
has appealed to the maturation, around age four, of several components of the 
executive function:16 in particular, the capacity to inhibit stimulus-dependent 
answers (Carlson & Moses 2001; Jacques & Zelazo 2005; Sabbagh et al. 2006), 
cognitive flexibility (Carlson & Moses 2001; Müller et al. 2005; Guajardo et al. 
2009), and visual perspective taking (Harris 1992; Gopnik et al. 1994; Farrant et al. 
2006; Bigelow & Dugas 2008). This explanation of four-year-olds’ acquired capa-
city to pass FBT is also provided by contemporary modularist accounts of the 
theory of mind — namely, those accounts supporting the mentalist view of early 
social cognitive abilities (sections 2 and 3). 
                                                
    15 And indeed, the capacity to pass FBT has been demonstrated extremely robust and unlikely 

depending on minor changes in previous cognitive development. Allowing children to 
respond by sticking surprised or non-surprised facial expressions (de Villiers & de Villiers 
2000), or proper thought (Wellman et al. 1996; Woolfe et al. 2002), as well as hide and retrieve 
tasks (Call & Tomasello 1999; Figueras-Costa & Harris 2001) did not improve four-year-olds’ 
performance in any sensitive way, while only mild improvements were found when 
allowing children to respond by appropriate hand-gesture (Carlson et al. 2005), betting coins 
(Ruffman et al. 2001) and lying by deceiving pointing rather than explicit verbal communi-
cation (Perner et al. 2002). 

    16 By ‘executive function’, cognitive psychologists refer to the suite of cognitive functions 
supporting goal directed behavior and cognitive control across conceptual domains, 
including inhibitory control (or response inhibition), working memory, error monitoring, 
rule representation and use, planning, behaviour organisation, cognitive flexibility, and 
attentional control (Zelazo et al. 2008).  
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 Several findings nevertheless suggest that the executive function really 
provides only a marginal contribution to the development of theory-of-mind 
abilities. Firstly, although autistic children do not pass FBT, they normally 
perform on executive function tasks when tested by a computer rather than by a 
person (Ozonoff et al. 1991; Ozonoff 1995). Secondly, language delayed deaf 
children raised by hearing parents are not at all impaired in executive function 
such as non-verbal working memory, inhibitory control, and conditional rule 
following; still they fail FBT (P.A. de Villiers 2005). Finally, children in Asian 
countries manifest earlier competence than their Western peers at executive 
function tasks, the effect perhaps being due to their education more inclined 
toward self-control. Nevertheless, early improved executive function does not 
translate into superior performance in FBT (Sabbagh et al. 2006; Liu et al. 2008; Oh 
& Lewis 2008; Lewis et al. 2009).17 
 Language acquisition constitutes a better candidate than the maturation of 
the executive function to account for children’s late acquisition of theory-of-mind 
abilities. Meta-analyses showed that the capacity to pass FBT relates to linguistic 
competence, the correlation from linguistic abilities to social understanding being 
stronger than the opposite (Astington & Baird 2005b; Milligan et al. 2007). Still, 
even when focusing on the contribution of language to FBT passing, many 
different aspects of language acquisition may be relevant (Astington & Baird 
2005; de Villiers 2007: 1869–1871). Investigating the embodiment of late social 
cognitive abilities thus depends on assessing their different contribution. 
 One explanation that may account for the correlation between language 
acquisition and FBT passing is that younger children lack the representational 
capacity to store others’ (false) beliefs (Leekam & Perner 1991; Perner 1995; 
Leekam et al. 2008). Accordingly, FBT would measure children’s meta-represen-
tational abilities. Language acquisition may thus impact children’s capacity to 
pass FBT because, by enabling new representational formats (Karmiloff-Smith 
1992), it enables and/or improves the representation of the mental states.  
 This explanation is strongly supported by de Villiers and collaborators’ 
finding that syntax acquisition, and, in particular, the mastery of sentential 
complements — i.e. the sentences introduced by a ‘that’ in mental propositional 
attitudes (e.g., “he thinks that-p”) as well as reporting attitudes (e.g., “he says 
that-p”) — is predictive of children’s ability to pass FBT (de Villiers & Pyers 2002; 
de Villiers & de Villiers 2003; J.G. de Villiers 2005, 2009).18 On de Villiers’ original 
interpretation, this was considered evidence that the mastery of sentential 
complements reshapes children’s cognition by providing a new representational 
format to store meta-representations, therefore also to attribute beliefs to others.19 

                                                
        17   Cf. also Sabbagh et al. (2010) for an extended criticism of the role of the executive function in 

promoting late social cognitive abilities. 
    18 The result has been confirmed by comparative studies on different populations of deaf 

children (Peterson & Siegal 2000; Garfield et al. 2001; P.A. de Villiers 2005; Pyers & Senghas 
2009; Schick et al. 2007), and by training studies, where children were trained in FBT, a Test 
for Complements and other relevant tasks (Hale & Tager-Flusberg 2003; Lohmann & Toma-
sello 2003; Lohmann et al. 2005). 

    19 This proposal shares with embodied cognition the focus on cognitive development to 
explain social cognitive development. Nevertheless, it does not agree with embodied 
cognition on the representational format encoding belief attributions. Indeed, it supposes 
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 Several findings nevertheless reject de Villiers’ analysis that representing 
others’ beliefs is the main problem in FBT. Indeed, according to de Villiers, there 
must be one moment in which children learn how to represent sentential comple-
ments. However, several studies demonstrated that children start mastering 
complementation at different ages depending on the context in which it occurs. 
This is revealed by considering sentential complements selected by desire verbs 
in German (Perner et al. 2003), by pretence verbs (Garfield et al. 2009), as well as 
relative clauses (Smith et al. 2003).20 Moreover, de Villiers’ proposal advances that 
children’s difficulty with FBT depends on the general understanding that verbs 
of thought select either true or false sentential complements. However, the 
mastery of complementation likely predicts FBT passing only because it requires 
children to understand that verbs of thought can specifically select false comple-
ments (Cheung et al. 2004, 2009). And indeed, although the mastery of sentential 
complements is sufficient to pass FBT, children’s difficulty also partially depends 
just on the comprehension of the deceiving character of the false beliefs 
(Lohmann & Tomasello 2003; Lohmann et al. 2005). Therefore, providing the right 
representational format to represent others’ beliefs is unlikely the exclusive 
reason why language acquisition supports late social cognitive development. 
 A second attempted explanation of the correlation between language 
acquisition and FBT passing is that FBT requires children to master not just the 
representational format of attributed beliefs and desires, but also belief–desire 
reasoning, that is, the capacity to inferentially combine attributed mental states to 
make predictions about others’ future actions. This proposal is largely shared 
among supporters of both the modularist and the child-as-scientist view of the 
theory (cf. the introduction), who advanced that passing FBT require children to 
develop (either implicit or explicit) inferential abilities. Accordingly, language 
acquisition would improve the capacity to pass FBT by bolstering children’s 
belief–desire reasoning capacities. 
 Despite its popularity, we should be cautious to adopt this solution: In fact, 
several reasons suggest that belief–desire reasoning is really not needed to pass 
FBT. A first weak argument is that we do not consciously perform belief–desire 
reasoning very often (Gallagher 2007). Secondly, folk psychology apparently 
works differently across different cultures (e.g., Lillard 1998; Vinden 1999); this 
should lead to the conclusion that passing FBT is culture dependent — a result 
for which partial evidence has been provided (Wellman et al. 2006; Liu et al. 2008; 
Shahaeian et al. 2011). Third, passing FBT by belief–desire reasoning poses a typi-
cal inverse problem (Csibra & Gergely 2007) which requires solving an abductive 
inference. This makes unlikely that children rely on belief–desire reasoning to 
pass the test (Apperly 2010; cf. also Ratcliffe 2007; Perner & Roessler 2010; de 
Bruin et al. 2011 for related discussion). 

                                                                                                                                 
that others’ beliefs are encoded in sentence-like representations, that is, in an amodal repre-
sentational medium that is very different from sensory and motor representations. 

    20 J. G. de Villiers (2005) opposed that only the mastery of that-clauses selected by verbs of 
thought is predictive of children’s ability to pass FBT, and proposed that such a competence 
is scaffolded by their experience with verbs of speech (e.g., saying, telling). However, there is 
no evidence in the literature for a developmental gap between the mastery of verbs of 
speech and the mastery of thinking verbs. 
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 Of course, denying that the mastery of belief–desire reasoning is not 
necessary to pass FBT requires explaining why belief–desire reasoning is 
apparently so pervasive in everyday life (Spaulding 2010). However, note that 
folk psychology and the attribution of mental states are often employed to explain 
past actions rather than to predict future ones. Therefore, the pervasiveness of 
belief–desire reasoning may well depend on its relevance in rationalizing 
people’s behavior by reporting their reasons to act.21 If that is the case, we can ab-
andon the idea that passing FBT requires the mastery of belief–desire reasoning. 
 I have rejected three explanations of four-year-olds’ acquired ability to pass 
FBT, one of them being based on the role of the executive function two others on 
different aspects of language acquisition. In the next section, I will introduce my 
alternative proposal. We will hence be in position to judge whether late theory-
of-mind abilities fit the framework of the embodied cognition. 
 
 
5. Embedded Cognition and Theory-of-Mind Acquisition 
 
My previous analysis rejected two explanations of the correlation between lang-
uage acquisition and four-year-olds’ acquired capacity to pass FBT. However, it 
has not refuted the main idea that passing FBT depends on language acquisition. 
My proposal carves out an alternative explanation for that. 
 I suggest that passing FBT demonstrates the acquisition of a minimal 
capacity to explain people’s reasons to act. Since the very early infancy, children 
are continuously exposed to stories and narratives that clarify the reasons why 
people acted in the way they did. Although full reasons defined by belief–desire 
pairs are rarely provided, these stories identify relevant constituents of these 
reasons (e.g., beliefs, desires, intentions, behavioural traits, personality features) 
and acquaint children with the domain of folk psychology (Hutto 2008; Nelson 
2009). I claim that children’s acquaintance with these narratives, and in particular 
with those stories focusing false utterances, the deceiving aspect of things, and 
lying behaviors, promotes their understanding of the reasons beyond (unsuccess-
ful) action and improve their capacity to pass FBT. I also propose that dialogical 
ex-changes where people’s behavior is explained by the attribution of (false) 
beliefs trigger the acquisition of explanatory capacities in the domain of folk 
psychology. Accordingly, language acquisition affects children’s capacity to pass 
FBT because linguistic interaction in the social environment, and, in particular, 
specific dialogical exchanges where false beliefs are the matter of discussion, 
provide the main evidence necessary to them to pass FBT. 
 Before further discussion, let me introduce empirical evidence supporting 
my proposals.  First of all, although I opposed de Villiers’ claim that children 
younger than four lack the representational capacity to store others’ (false) 
beliefs, her finding that the mastery of sentential complements is predictive of 
children’s ability to pass FBT is in itself significant and requires explanation. 
According to my proposal, children must understand that false beliefs sometimes 
are good reasons for action before they can pass FBT. Now, sentential comple-
ments are the syntactic structures normally employed to report false belief 
                                                
        21   A  similar  point  has  been  suggested  by  Slors  (2012)  and  Van  Cleave  &  Gauker  (2010).  
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attributions. It comes to a reason that children need to master complementation 
before they can pass FBT. 
 A second piece of relevant evidence comes from studies assessing the 
frequency of mental state lexicon in parental conversation. According to my 
proposal, understanding people’s reasons to act is developed in specific 
dialogical exchanges where people’s behavior is explained by the attribution of 
mental states. Accordingly, children who have more chances to take part to those 
dialogical exchanges should be expected to pass FBT earlier. On the contrary, 
finding that the amount of dialogical exchanges involving psychological 
discourse does not correlate with the ability to pass FBT would oppose my 
analysis. 
 Considering the empirical literature, many studies extensively showed that 
the frequency of mental terms in parental conversation predicts children’s ability 
to pass FBT (Dunn et al. 1991; Furrow et al. 1992; Moore et al. 1994; Sabbagh & 
Callanan 1998; Ruffman et al. 2002; Meins et al. 2003; Dunn & Brophy 2005; 
Taumoepeau & Ruffman 2006). In addition, some evidence also suggests that this 
does not depend on the mere presence of mental lexicon in parental conversation, 
but on the quantity of discourse related to people’s mental states even when 
mental states are not mentioned (Turnbull et al. 2008). 
 The third evidence for my proposal comes from studies about the quality of 
the conversation between the child and the caregiver. My proposal states that 
children should advance in their understanding of the mental domain 
proportionally to the quality of the conversation about the psychological domain 
they have with their caregivers. Accordingly, children whose caregivers tend to 
entertain more prolonged exchanges of such a kind and to provide more 
feedback should be expected to pass FBT earlier. On the contrary, evidence 
opposing my model would be that the caregiver’s availability to converse with 
the child did not correlate with children’s ability to pass FBT. 
 In the empirical literature, several indices have been advanced to assess the 
quality of parental conversation. Ontai & Thompson (2008) shaped an elaborative 
discourse index, which assesses the parental disposition to elaborate children’s 
utterances by filling the gaps, providing explanations, and in general enriching 
the child’s utterances. Similarly, Ensor & Hughes (2008) developed an index that 
they call connectedness, which assesses how much parental answers continue the 
child conversational contribution or whether they just push conversation further. 
Both studies found that those indices of the quality of the parental conversation 
correlate with the child’s ability to pass FBT.22 
 My proposal is very close to Hutto’s hypothesis that folk psychological 
narratives have a fundamental role in fostering “an understanding of the forms 
and norms of folk psychology” (Hutto 2007: 53), that is, “our everyday practice of 
making sense of intentional actions (i.e. our own and those of others) in terms of 
reasons” (Hutto 2009: 10). In particular, we share the same idea that dialogical 
interaction with the caregiver is the most important factor for the acquisition of 
                                                
    22 While evidence reported above about the quantity of the conversational input was obtained 

through both correlational and transitional studies, evidence in this case is only corre-
lational, therefore less significant. However, it still suggests that the more that adults are 
prone to elaborate children’s utterances, the earlier the capacity to pass FBT is acquired. 
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the concept of belief while cognitive development only plays a minor role. 
 Although I am very sympathetic with Hutto’s approach, there are 
nevertheless also substantial differences between his and my view. In particular, 
Hutto claims that “children’s nuanced folk psychological skills only develop 
securely after ages four and five” (Hutto 2008: 26) and denies that passing FBT 
marks an important step in children’s mastery of folk psychology.23 Against this, 
I advance that passing FBT denotes an important improvement in children’s 
mastery of folk psychology, because it marks their acquisition of an ability to 
explain people’s behavior in folk psychological terms. 
 The dispute is partially theoretical and partially empirical. As for the 
theoretical facet, I believe that children’s acquired capacity to explain others’ 
reasons to act, which is manifested when they pass FBT, only denotes a minimal 
understanding of folk psychology, which needs time to be turned into a mature 
social competence. Therefore, Hutto does not really oppose my view when he 
claims that folk psychological skills fully develop only after age five or six. 
 However, against Hutto, I also advance a more specific empirical claim and 
propose that children start passing FBT because they learn to explain others’ 
behavior by reporting their reasons to act. This makes a definitive claim about the 
timeline of children’s acquisition of the capacity to pass FBT: Explanatory abili-
ties in the domain of folk psychology should be acquired earlier than the predic-
tive ability necessary to pass FBT. Therefore, my proposal would be supported 
by findings showing that explanatory capacities come in place earlier than the 
time children pass FBT. On the contrary, if it were found that children can pass 
FBT without still being able to express people’s reasons to act, that would 
constitute opposing evidence to my model. 
 Referring to empirical evidence, several studies have already tested the 
correlation between traditional predictive FBT and a modified explanatory version, 
where children are asked to explain the behavior of a main character who just 
acted on the basis of a false belief. Many studies found that the explanatory 
version is as hard as the traditional one (Moses & Flavell 1990; Wimmer & Weich-
bold 1994; Wellman et al. 1996; Wimmer & Mayringer 1998; Perner et al. 2002; 
Atance & O’Neill 2004). This does not explicitly contradict my proposal, although 
it neither supports the presumed role of explanatory abilities in promoting the 
predictive abilities assessed by FBT. Notably, it nevertheless shows, against 
Hutto, that four-year-olds start manifesting important folk psychological compe-
tences: Not only did they correctly predict others’ behavior that depends on the 
attribution of a false belief, but they also justify their predictions by correct expla-
nations. 
 Evidence supporting my proposal comes instead by a few studies specifi-
cally finding that theory-of-mind predictive capacities are anticipated by explan-

                                                
    23 “There is a fairly widespread tendency to conflate the latter sort of ability [to understand 

and attribute beliefs] with a capacity to understand and attribute reasons. This mistake 
stems from assuming, as is commonly done, that children are already in the possession of 
the bulk of their theory of mind at the point at which they begin to pass false-belief tests. 
Hence, success on these tests is taken to be the mark of their having acquired the final piece 
of the theory of mind puzzle. Having mastered the core concept of belief, it is supposed that 
they have mastered the full set of folk psychological principles” (Hutto 2008: 25). 
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atory capacities (Bartsch & Wellman 1989; Bartsch et al. 2007). Careful looking at 
the methodology of these studies shows that they are flawed in the way in which 
they assessed children’s psychological explanatory abilities.24 Nevertheless, we 
should notice that finding a transitional period for the acquisition of abilities is 
always difficult: You can fail because either you look at too old children, or 
because you do not employ fine enough tools. Furthermore, all studies reported 
above always looked at explanatory ability as a yes-or-no competence and did 
not consider that there can be many levels of certainty in reporting one’s reasons 
to act. Serious investigation instead would require keeping those levels 
separated. Future research, more respecting of the ecological validity of prompt-
ing answer methods and of the gradual acquisition of explanatory abilities in the 
domain of folk psychology, may bring clearer results about children’s earlier 
capacity to pass explanatory rather than predictive versions of FBT. 
 Summarizing, predictive and correlational relations between children’s 
capacity to pass FBT and (i) children’s mastery of sentential complements, (ii) the 
quantity of parental conversation involving mental concepts, (iii) the quality of 
parental conversation, and (iv) children’s explanatory capacities in the domain of 
folk psychology all support the claim that four-year-olds’ capacity to pass FBT 
depends on their acquisition of a minimal capacity to report others’ reasons to 
act.  
 This constitutes a significant improvement in our knowledge about social 
cognitive development and its triggering factors. It also leaves us in position to 
judge whether late social cognitive abilities fit the framework of the embodied 
mind. It follows indeed from my analysis that theory-of-mind capacities 
manifested by the ability to pass FBT are acquired by being engaged in a proper 
conversational context. The linguistic competence necessary to pass FBT is thus 
not localized and depends on the whole activity of a brain immersed in its 
natural and social (dialogical) environment. Accordingly, sensory and motor 
processes play a very peripheral role in the capacity to pass FBT: Late theory-of-
mind abilities do not particularly fit the framework of embodied cognition. 
 Even though the capacity to pass FBT does not respect the strictest 
principles of embodiment, it is nevertheless compatible with the closer principles 
of situatedness and embeddedness. Indeed, according to my proposal, children’s 
capacity to predict others’ behavior depends on the mastery of an explanatory 
practice that children refine in conversation with their caregivers. This is a clear 
example of how the embeddedness of cognition in the child’s social environment 
supports high-level cognitive processes such as social understanding. 
 
 
6. Conclusions 
 
Although theory of mind has been interpreted for a long as a unified capacity in 

                                                
    24 Indeed, Bartsch & Wellman’s (1989) method to prompt explanations was all but ecologically 

valid. Bartsch et al. (2007) used a more ecological prompting strategy, but their result 
depends on considering passers children that passed just one out of four explanatory false 
belief tasks: if at least two out of four trials are requested, their result is no longer 
significant. 
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the empirical literature, careful consideration of its development really demon-
strates that it stands for a composed competence, which stands in a complex 
relation with the principle of embodiment. Available evidence does not exclude 
that early social cognitive abilities, which are manifested in spontaneous-
response false belief tasks, depend on the activity of embodied cognitive 
processes. This challenges the mentalist view, according to which they must be 
interpreted in the terms of a capacity to attribute false beliefs.  
 Instead, late social cognitive abilities, such as the capacity to pass FBT, are 
the outcome of a process of enculturation: Children learn how to use at their own 
benefit and for predictive purposes the dialogical competence they have 
developed in conversation with their caregivers about others’ reasons to act. This 
makes late social cognitive abilities not depending on the principles of embodied 
cognition. They are nonetheless compatible with it by falling within the borders 
of socially embedded cognition. 
 The present analysis acknowledges that embodied cognition indicates a 
‘unifying perspective’ for psychology (Glenberg 2010). However, it suggests that 
embodiment alone is not sufficient to account for all forms of cognitive 
competences. Whereas the investigation of earlier forms of cognitive activity 
(e.g., infants’ performance in spontaneous-response false belief tasks) requires 
pursuing research on the underlying embodied neural circuitries, expanding our 
knowledge about more advanced forms of comprehension (e.g., social under-
standing) needs to consider how social practices scaffold cognition and genuinely 
expand our cognitive competences. 
 With respect to the case of social understanding, a comprehensive explan-
ation of the capacity to attribute mental states needs an analysis of the dialogical 
and social interaction between the child and the caregiver, which allows the 
former entering the ‘community of minds’ (Nelson 2009). The present analysis 
thus raises skeptical doubts about the empirical investigation of the neural 
circuitries underlying late social cognitive abilities such as the capacity to pass 
FBT (e.g., Saxe et al. 2004). Rather, it points to the study of the mechanics beyond 
dialogical exchanges (e.g., Pickering & Garrod 2004; Ruiter et al. 2006; de Ruiter et 
al. 2010) as a more promising field to start clarifying children’s development of 
social understanding. Some research has already chosen this direction (Ferny-
hough 2008): It is my hope to have contributed to address further investigation 
along this path. 
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